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Welcome to Orange3 Text Mining documentation!
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Corpus


[image: ../_images/corpus.png]


Load a corpus of text documents, (optionally) tagged with categories.


Signals

Inputs:


	(None)



Outputs:


	Corpus



A Corpus instance.




Description

Corpus widget reads text corpora from files and sends a corpus instance to its output channel.
History of the most recently opened files is maintained in the widget.
The widget also includes a directory with sample corpora that come
pre-installed with the add-on.

The widget reads data from Excel (.xlsx), comma-separated (.csv) and
native tab-delimited (.tab) files.


[image: ../_images/Corpus-stamped.png]



	Browse through previously opened data files, or load any of the
sample ones.

	Browse for a data file.

	Reloads currently selected data file.

	Information on the loaded data set.

	Features that will be used in text analysis.

	Features that won’t be used in text analysis and serve as labels or class.



You can drag and drop features between the two boxes and also change the order in which they appear.




Example

The first example shows a very simple use of Corpus widget. Place Corpus onto canvas and connect
it to Corpus Viewer. We’ve used booxexcerpts.tab data set, which comes with the
add-on, and inspected it in Corpus Viewer.


[image: ../_images/Corpus-Example1.png]


The second example demonstrates how to quickly visualize your corpus with Word Cloud.
We could connect Word Cloud directly to Corpus, but instead we decided to apply some preprocessing
with Preprocess Text. We are again working with bookexcerpts.tab. We’ve
put all text to lowercase, tokenized (split) the text to words only, filtered out English stopwords and selected a 100 most frequent tokens.


[image: ../_images/Corpus-Example2.png]
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NY Times


[image: ../_images/nytimes.png]


Loads data from the New York Times’ Article Search API [https://developer.nytimes.com/].


Signals

Inputs:


	(None)



Outputs:


	Corpus

A Corpus instance.








Description

NYTimes widget loads data from New York Times’ Article Search API. You can query NYTimes articles from September
18, 1851 to today, but the API limit is set to allow retrieving only a 1000 documents per query. Define which features to use for text mining, Headline and Abstract being selected by default.

To use the widget, you must enter your own API key [https://developer.nytimes.com/signup].


[image: ../_images/NYTimes-stamped.png]



	To begin your query, insert NY Times’ Article Search API key. The key is securely saved in your system keyring service (like Credential Vault, Keychain, KWallet, etc.) and won’t be deleted when clearing widget settings.


[image: ../_images/NYT-API.png]




	
	Set query parameters:

	
	Query

	Query time frame. The widget allows querying articles from September 18, 1851 onwards. Default is set to 1 year back from the current date.









	Define which features to include as text features.



	Information on the output.



	Produce report.



	Run or stop the query.








Example

NYTimes is a data retrieving widget, similar to Twitter and Wikipedia. As it can retrieve geolocations, that is geographical locations the article mentions, it is great in combination with GeoMap widget.


[image: ../_images/NYTimes-Example1.png]


First, let’s query NYTimes for all articles on Slovenia. We can retrieve the articles found and view the results in Corpus Viewer. The widget displays all the retrieved features, but includes on selected features as text mining features.

Now, let’s inspect the distribution of geolocations from the articles mentioning Slovenia. We can do this with GeoMap. Unsuprisignly, Croatia and Hungary appear the most often in articles on Slovenia (discounting Slovenia itself), with the rest of Europe being mentioned very often as well.
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Twitter


[image: ../_images/twitter.png]


Fetching data from The Twitter Search API [https://dev.twitter.com/rest/public/search].


Signals

Inputs:


	(None)



Outputs:


	Corpus

A Corpus instance.








Description

Twitter widget enables querying tweets through Twitter API. You can query by content, author or both and  accummulate results should you wish to create a larger data set. The widget only supports REST API and allows queries for up to two weeks back.


[image: ../_images/Twitter-stamped.png]



	To begin your queries, insert Twitter key and secret. They are securely saved in your system keyring service (like Credential Vault, Keychain, KWallet, etc.) and won’t be deleted when clearing widget settings. You must first create a Twitter app [https://apps.twitter.com/] to get API keys.


[image: ../_images/Twitter-key.png]




	
	Set query parameters:

	
	Query word list: list desired queries, one per line. Queries are automatically joined by OR.

	Search by: specify whether you want to search by content, author or both. If searching by author, you must enter proper Twitter handle (without @) in the query list.

	Allow retweets: if ‘Allow retweets’ is checked, retweeted tweets will also appear on the output. This might duplicate some results.

	Date: set the query time frame. Twitter only allows retrieving tweets from up to two weeks back.

	Language: set the language of retrieved tweets. Any will retrieve tweets in any language.

	Max tweets: set the top limit of retrieved tweets. If box is not ticked, no upper bound will be set - widget will retrieve all available tweets.

	Accumulate results: if ‘Accumulate results’ is ticked, widget will append new queries to the previous ones. Enter new queries, run Search and new results will be appended to the previous ones.









	Define which features to include as text features.



	Information on the number of tweets on the output.



	Produce report.



	Run query.








Examples

First, let’s try a simple query. We will search for tweets containing either ‘data mining’ or ‘machine learning’ in the content and allow retweets. We will further limit our search to only a 100 tweets in English.


[image: ../_images/Twitter-Example1.png]


First, we’re checking the output in Corpus Viewer to get the initial idea about our results. Then we’re preprocessing the tweets with lowercase, url removal, tweet tokenizer and removal of stopword and punctuation. The best way to see the results is with Word Cloud. This will display the most popular words in field of data mining and machine learning in the past two weeks.

Our next example is a bit more complex. We’re querying tweets from Hillary Clinton and Donald Trump from the presidential campaign 2016.


[image: ../_images/Twitter-Example2.png]


Then we’ve used Preprocess Text to get suitable tokens on our output. We’ve connected Preprocess Text to Bag of Words in order to create a table with words as features and their counts as values. A quick check in Word Cloud gives us an idea about the results.

Now we would like to predict the author of the tweet. With Select Columns we’re setting ‘Author’ as our target variable. Then we connect Select Columns to Test & Score. We’ll be using Logistic Regression as our learner, which we also connect to Test & Score.

We can observe the results of our author predictions directly in the widget. AUC score is quite ok. Seems like we can to some extent predict who is the author of the tweet based on the tweet content.
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Wikipedia


[image: ../_images/wikipedia.png]


Fetching data from MediaWiki RESTful web service API [https://www.mediawiki.org/wiki/API:Tutorial].


Signals

Inputs:


	(None)



Outputs:


	Corpus

A Corpus instance.








Description

Wikipedia widget is used to retrieve texts from Wikipedia API and it is useful mostly for teaching and demonstration.


[image: ../_images/Wikipedia-stamped.png]



	
	Query parameters:

	
	Query word list, where each query is listed in a new line.

	Language of the query. English is set by default.

	Number of articles to retrieve per query (range 1-25). Please note that querying is done recursively and that disambiguations are also retrieved, sometimes resulting in a larger number of queries than set on the slider.









	Select which features to include as text features.



	Information on the output.



	Produce a report.



	Run query.








Example

This is a simple example, where we use Wikipedia and retrieve the articles on ‘Slovenia’ and ‘Germany’. Then we simply apply default preprocessing with Preprocess Text and observe the most frequent words in those articles with Word Cloud.


[image: ../_images/Wikipedia-Example.png]


Wikipedia works just like any other corpus widget (NY Times, Twitter) and can be used accordingly.
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Pubmed


[image: ../_images/pubmed.png]


Fetch data from PubMed [http://www.ncbi.nlm.nih.gov/pubmed] journals.


Signals

Inputs:


	(None)



Outputs:


	Corpus

A Corpus instance.








Description

PubMed [http://www.ncbi.nlm.nih.gov/pubmed] comprises more than 26 million citations for biomedical literature from MEDLINE, life science journals, and online books. The widget allows you to query and retrieve these entries. You can use regular search or construct advanced queries.


[image: ../_images/Pubmed-stamped.png]



	Enter a valid e-mail to retrieve queries.



	
	Regular search:

	
	Author: queries entries from a specific author. Leave empty to query by all authors.

	From: define the time frame of publication.

	Query: enter the query.







Advanced search: enables you to construct complex queries. See PubMed’s website [https://www.ncbi.nlm.nih.gov/pubmed/advanced] to learn how to construct such queries. You can also copy-paste constructed queries from the website.



	Find records finds available data from PubMed matching the query. Number of records found will be displayed above the button.



	Define the output. All checked features will be on the output of the widget.



	Set the number of record you wish to retrieve. Press Retrieve records to get results of your query on the output. Below the button is an information on the number of records on the output.








Example

PubMed can be used just like any other data widget. In this example we’ve queried the database for records on orchids. We retrieved 1000 records and kept only ‘abstract’ in our meta features to limit the construction of tokens only to this feature.


[image: ../_images/Pubmed-Example.png]


We used Preprocess Text to remove stopword and words shorter than 3 characters (regexp \b\w{1,2}\b). This will perhaps get rid of some important words denoting chemicals, so we need to be careful with what we filter out. For the sake of quick inspection we only retained longer words, which are displayed by frequency in Word Cloud.
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Corpus Viewer


[image: ../_images/corpusviewer.png]


Displays corpus content.


Signals

Inputs:


	Data

Data instance.





Outputs:


	Corpus

A Corpus instance.








Description

Corpus Viewer is primarily meant for viewing text files (instances of Corpus), but
it can also display other data files from File widget. Corpus Viewer will always output an instance
of corpus. If RegExp filtering is used, the widget will output only matching documents.


[image: ../_images/Corpus-Viewer-stamped.png]



	
	Information:

	
	Documents: number of documents on the input

	Preprocessed: if preprocessor is used, the result is True, else False. Reports also on the number of tokens and types (unique tokens).

	POS tagged: if POS tags are on the input, the result is True, else False.

	N-grams range: if N-grams are set in Preprocess Text, results are reported, default is 1-1 (one-grams).

	Matching: number of documents matching the RegExp Filter. All documents are output by default.









	RegExp Filter: Python regular expression [https://docs.python.org/3/library/re.html] for filtering documents. By default no documents are filtered (entire corpus is on the output).



	Search Features: features by which the RegExp Filter is filtering. Use Ctrl (Cmd) to select multiple features.



	Display Features: features that are displayed in the viewer. Use Ctrl (Cmd) to select multiple features.



	Show Tokens & Tags: if tokens and POS tag are present on the input, you can check this box to display them.



	If Auto commit is on, changes are communicated automatically.
Alternatively press Commit.








Example

Corpus Viewer can be used for displaying all or some documents in corpus. In this example, we will first load
bookexcerpts.tab, that already comes with the add-on, into Corpus widget. Then we will preprocess the text into words, filter out the stopwords, create bi-grams and add POS tags (more on preprocessing in Preprocess Text). Now we want to see the results of preprocessing. In Corpus Viewer we can see, how many unique tokens we got and what they are (tick Show Tokens & Tags). Since we used also POS tagger to show part-of-speech labels, they will be displayed alongside tokens underneath the text.

Now we will filter out just the documents talking about a character Bill. We use regular expression \bBill\b to find the documents containing only the word Bill. You can output matching or non-matching documents, view them in another Corpus Viewer or further analyse them.


[image: ../_images/Corpus-Viewer-Example.png]
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Preprocess Text


[image: ../_images/preprocesstext.png]


Preprocesses corpus with selected methods.


Signals

Inputs:


	Corpus

Corpus instance.





Outputs:


	Corpus

Preprocessed corpus.








Description

Preprocess Text splits your text into smaller units (tokens), filters them, runs normalization [https://en.wikipedia.org/wiki/Stemming] (stemming, lemmatization), creates n-grams [https://en.wikipedia.org/wiki/N-gram] and tags tokens with part-of-speech [https://en.wikipedia.org/wiki/Part_of_speech] labels. Steps in the analysis are applied sequentially and can be turned on or off.


[image: ../_images/Preprocess-Text-stamped.png]



	Information on preprocessed data.
Document count reports on the number of documents on the input.
Total tokens counts all the tokens in corpus.
Unique tokens excludes duplicate tokens and reports only on unique tokens in the corpus.



	
	Transformation transforms input data. It applies lowercase transformation by default.

	
	Lowercase will turn all text to lowercase.



	
	Remove accents will remove all diacritics/accents in text.

	naïve → naive







	
	Parse html will detect html tags and parse out text only.

	<a href...>Some text</a> → Some text







	
	Remove urls will remove urls from text.

	This is a http://orange.biolab.si/ url. → This is a url.















	
	Tokenization [https://en.wikipedia.org/wiki/Tokenization_(lexical_analysis)] is the method of breaking the text into smaller components (words, sentences, bigrams).

	
	
	Word & Punctuation will split the text by words and keep punctuation symbols.

	This example. → (This), (example), (.)







	
	Whitespace will split the text by whitespace only.

	This example. → (This), (example.)







	
	Sentence will split the text by fullstop, retaining only full sentences.

	This example. Another example. → (This example.), (Another example.)







	Regexp [https://en.wikipedia.org/wiki/Regular_expression] will split the text by provided regex. It splits by words only by default (omits punctuation).



	
	Tweet will split the text by pre-trained Twitter model, which keeps hashtags, emoticons and other special symbols.

	This example. :-) #simple → (This), (example), (.), (:-)), (#simple)















	
	Normalization applies stemming and lemmatization to words. (I’ve always loved cats. → I have alway love cat.) For languages other than English use Snowball Stemmer (offers languages available in its NLTK implementation).

	
	Porter Stemmer [https://tartarus.org/martin/PorterStemmer/] applies the original Porter stemmer.

	Snowball Stemmer [http://snowballstem.org/] applies an improved version of Porter stemmer (Porter2). Set the language for normalization, default is English.

	WordNet Lemmatizer [http://wordnet.princeton.edu/] applies a networks of cognitive synonyms to tokens based on a large lexical database of English.









	
	Filtering removes or keeps a selection of words.

	
	Stopwords removes stopwords from text (e.g. removes ‘and’, ‘or’, ‘in’...). Select the language to   filter by, English is set as default. You can also load your own list of stopwords provided in a simple *.txt file with one stopword per line.



[image: ../_images/stopwords.png]





Click ‘browse’ icon to select the file containing stopwords. If the file was properly loaded, its name will be displayed next to pre-loaded stopwords. Change ‘English’ to ‘None’ if you wish to filter out only the provided stopwords. Click ‘reload’ icon to reload the list of stopwords.



	Lexicon keeps only words provided in the file. Load a *.txt file with one word per line to use as lexicon. Click ‘reload’ icon to reload the lexicon.



	Regexp removes words that match the regular expression. Default is set to remove punctuation.



	Document frequency keeps tokens that appear in not less than and not more than the specified number / percentage of documents. If you provide integers as parameters, it keeps only tokens that appear in the specified number of documents. E.g. DF = (3, 5) keeps only tokens that appear in 3 or more and 5 or less documents. If you provide floats as parameters, it keeps only tokens that appear in the specified percentage of documents. E.g. DF = (0.3, 0.5) keeps only tokens that appear in 30% to 50% of documents. Default returns all tokens.



	Most frequent tokens keeps only the specified number of most frequent tokens. Default is a 100 most frequent tokens.











	N-grams Range creates n-grams from tokens. Numbers specify the range of n-grams. Default returns one-grams and two-grams.



	
	POS Tagger runs part-of-speech tagging on tokens.

	
	Averaged Perceptron Tagger [https://spacy.io/blog/part-of-speech-pos-tagger-in-python] runs POS tagging with Matthew Honnibal’s averaged perceptron tagger.

	Treebank POS Tagger (MaxEnt) [http://web.mit.edu/6.863/www/fall2012/projects/writeups/max-entropy-nltk.pdf] runs POS tagging with a trained Penn Treebank model.

	Stanford POS Tagger [http://nlp.stanford.edu/software/tagger.shtml#Download] runs a log-linear part-of-speech tagger designed by Toutanova et al. Please download it from the provided website and load it in Orange.









	Produce a report.



	If Commit Automatically is on, changes are communicated automatically. Alternatively press Commit.






Note

Preprocess Text applies preprocessing steps in the order they are listed. This means it will first transform the text, then apply tokenization, POS tags, normalization, filtering and finally constructs n-grams based on given tokens. This is especially important for WordNet Lemmatizer since it requires POS tags for proper normalization.






Useful Regular Expressions

Here are some useful regular expressions for quick filtering:







	\bword\b
	matches exact word


	\w+
	matches only words, no punctuation


	\b(B|b)\w+\b
	matches words beginning with the letter b


	\w{4,}
	matches words that are longer than 4 characters


	\b\w+(Y|y)\b
	matches words ending with the letter y








Examples

In the first example we will observe the effects of preprocessing on our text. We are working with bookexcerpts.tab that we’ve loaded with Corpus widget. We have connected Preprocess Text to Corpus and retained default preprocessing methods (lowercase, per-word tokenization and stopword removal). The only additional parameter we’ve added as outputting only the first 100 most frequent tokens. Then we connected Preprocess Text with Word Cloud to observe words that are the most frequent in our text. Play around with different parameters, to see how they transform the output.


[image: ../_images/Preprocess-Text-Example1.png]


The second example is slightly more complex. We first acquired our data with Twitter widget. We quired the internet for tweets from users @HillaryClinton and @realDonaldTrump and got their tweets from the past two weeks, 242 in total.


[image: ../_images/Preprocess-Text-Example2.png]


In Preprocess Text there’s Tweet tokenization available, which retains hashtags, emojis, mentions and so on. However, this tokenizer doesn’t get rid of punctuation, thus we expanded the Regexp filtering with symbols that we wanted to get rid of. We ended up with word-only tokens, which we displayed in Word Cloud. Then we created a schema for predicting author based on tweet content, which is explained in more details in the documentation for Twitter widget.
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Bag of Words


[image: ../_images/bagofwords.png]


Generates a bag of words from the input corpus.


Signals

Inputs:


	Corpus

Corpus instance.





Outputs:


	Corpus

Corpus with bag of words.








Description

Bag of Words model creates a corpus with word counts for each data instance (document). The count can be either absolute, binary (contains or does not contain) or sublinear (logarithm of the term frequency). Bag of words model is required in combination with Word Enrichment and could be used for predictive modelling.


[image: ../_images/Bag-of-Words-stamped.png]



	
	Parameters for bag of words [https://en.wikipedia.org/wiki/Tf%E2%80%93idf] model:

	
	
	Term Frequency:

	
	Count: number of occurences of a word in a document

	Binary: word appears or does not appear in the document

	Sublinear: logarithm of term frequency (count)









	
	Document Frequency:

	
	(None)

	IDF: inverse document frequency [http://nlp.stanford.edu/IR-book/html/htmledition/inverse-document-frequency-1.html]

	Smooth IDF [http://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfTransformer.html]: adds one to document frequencies to prevent zero division.









	
	Regulariation:

	
	(None)

	L1 (Sum of elements): normalizes vector length to sum of elements

	L2 (Euclidean): normalizes vector length to sum of squares

















	Produce a report.



	If Commit Automatically is on, changes are communicated automatically. Alternatively press Commit.








Example

In the first example we will simply check how the bag of words model looks like. Load bookexcerpts.tab with Corpus widget and connect it to Bag of Words. Here we kept the defaults - a simple count of term frequencies. Check what the Bag of Words outputs with Data Table. The final column in white represents term frequencies for each document.


[image: ../_images/Bag-of-Words-Example1.png]


In the second example we will try to predict document category. We are still using the bookexcerpts.tab data set, which we sent through Preprocess Text with default parameters. Then we connected Preprocess Text to Bag of Words to obtain term frequencies by which we will compute the model.


[image: ../_images/Bag-of-Words-Example2.png]


Connect Bag of Words to Test & Score for predictive modelling. Connect SVM or any other classifier to Test & Score as well (both on the left side). Test & Score will now compute performance scores for each learner on the input. Here we got quite impressive results with SVM. Now we can check, where the model made a mistake.

Add Confusion Matrix to Test & Score. Confusion matrix displays correctly and incorrectly classified documents. Select Misclassified will output misclassified documents, which we can further inspect with Corpus Viewer.
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Topic Modelling


[image: ../_images/topicmodelling.png]


Topic modelling with Latent Diriclet Allocation, Latent Semantic Indexing or Hierarchical Dirichlet Process.


Signals

Inputs:


	Corpus



Corpus instance.

Outputs:


	Data



Data with topic weights appended.


	Topics



Selected topics with word weights.




Description

Topic Modelling discovers abstract topics in a corpus based on clusters of words found in each document and their respective frequency. A document typically contains multiple topics in different proportions, thus the widget also reports on the topic weight per document.


[image: ../_images/Topic-Modelling-stamped.png]



	
	Topic modelling algorithm:

	
	Latent Semantic Indexing [https://en.wikipedia.org/wiki/Latent_semantic_analysis]

	Latent Dirichlet Allocation [https://en.wikipedia.org/wiki/Latent_Dirichlet_allocation]

	Hierarchical Dirichlet Process [https://en.wikipedia.org/wiki/Hierarchical_Dirichlet_process]









	
	Parameters for the algorithm. LSI and LDA accept only the number of topics modelled, with the default set to 10. HDP, however, has more parameters. As this algorithm is computationally very demanding, we recommend you to try it on a subset or set all the required parameters in advance and only then run the algorithm (connect the input to the widget).

	
	First level concentration (γ): distribution at the first (corpus) level of Dirichlet Process

	Second level concentration (α): distribution at the second (document) level of Dirichlet Process

	The topic Dirichlet (α): concentration parameter used for the topic draws

	Top level truncation (Τ): corpus-level truncation (no of topics)

	Second level truncation (Κ): document-level truncation (no of topics)

	Learning rate (κ): step size

	Slow down parameter (τ)









	Produce a report.



	If Commit Automatically is on, changes are communicated automatically. Alternatively press Commit.








Example

In the first example, we present a simple use of the Topic Modelling widget. First we load bookexcerpts.tab data set and use Preprocess Text to tokenize by words only. Then we connect Preprocess Text to Topic Modelling, where we use a simple Latent Semantic Indexing to find 10 topics in the text.


[image: ../_images/Topic-Modelling-Example1.png]


We then select the first topic and display the most frequent words in the topic in Word Cloud. We also connected Preprocess Text to Word Cloud in order to be able to output selected documents. Now we can select a specific word in the word cloud, say polly. It will be colored red and also highlighted in the word list on the left.

Now we can observe all the documents containing the word polly in Corpus Viewer.

The second example will show how to use a more complex schema to find highly relevant words in a topic. We loaded a data set with recent tweets containing words ‘Slovenia’ and ‘Germany’. We’ve done that with Twitter widget and saved it with Save Data. Since the data set was very big, we gathered the tweets and saved it to .tab format. Later we can always reload the saved data with Corpus.


[image: ../_images/Topic-Modelling-Example2.png]


Then we used Preprocess Text to tokenize by words and filter out numbers. Then we have to pass the data through Bag of Words in order to be able to use the corpus on Word Enrichment.

We pass the output of Bag of Words to Topic Modelling, where we select the first topic for inspection. We can already inspect word frequency of Topic 1 in Word Cloud.

Finally, we can use Select Rows to retrieve only those documents that have a weight of Topic 1 higher than 0.9 (meaning Topic 1 is represented in more than 9/10 of the document). Finally we connect Select Rows and Bag of Words to Word Enrichment. In Word Enrichment we can observe the most significant words in Topic 1.
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Word Enrichment


[image: ../_images/wordenrichment.png]


Word enrichment analysis for selected documents.


Signals

Inputs:


	Data

Corpus instance.



	Selected Data

Selected instances from corpus.





Outputs:


	(None)






Description

Word Enrichment displays a list of words with lower p-values (higher significance) for a
selected subset compared to the entire corpus. Lower p-value indicates a higher likelihood that
the word is significant for the selected subset (not randomly occurring in a text). FDR (False
Discovery Rate) is linked to p-value and reports on the expected percent of false predictions
in the set of predictions, meaning it account for false positives in list of low p-values.


[image: ../_images/Word-Enrichment-stamped.png]



	
	Information on the input.

	
	Cluster words are all the tokens from the corpus.

	Selected words are all the tokens from the selected subset.

	After filtering reports on the enriched words found in the subset.









	
	Filter enables you to filter by:

	
	p-value [https://en.wikipedia.org/wiki/P-value]

	false discovery rate (FDR) [http://www.nonlinear.com/support/progenesis/comet/faq/v2.0/pq-values.aspx]














Example

In the example below, we’re retrieved recent tweets from the 2016 presidential candidates, Donald Trump and Hillary Clinton. Then we’ve preprocessed the tweets to get only words as tokens and to remove the stopwords. We’ve connected the preprocessed corpus to Bag of Words to get a table with word counts for our corpus.


[image: ../_images/Word-Enrichment-Example.png]


Then we’ve connected Corpus Viewer to Bag of Words and selected only those tweets that were published by Donald Trump. See how we marked only the Author as our Search feature to retrieve those tweets.

Word Enrichment accepts two inputs - the entire corpus to serve as a reference and a selected subset from the corpus to do the enrichment on. First connect Corpus Viewer to Word Enrichment (input Matching Docs → Selected Data) and then connect Bag of Words to it (input Corpus → Data). In the Word Enrichment widget we can see the list of words that are more significant for Donald Trump than they are for Hillary Clinton.
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Generates a word cloud from corpus.


Signals

Inputs:


	Topic

Selected topic.



	Corpus

A Corpus instance.





Outputs:


	Corpus

Documents that match the selection.








Description

Word Cloud displays tokens in the corpus, their size denoting the frequency of the word in corpus. Words are listed by their frequency (weight) in the widget. The widget outputs documents, containing selected tokens from the word cloud.


[image: ../_images/Word-Cloud-stamped.png]



	
	Information on the input.

	
	number of words (tokens) in a topic

	number of documents and tokens in the corpus









	
	Adjust the plot.

	
	If Color words is ticked, words will be assigned a random color. If unchecked, the words will be black.

	Word tilt adjust the tilt of words. The current state of tilt is displayed next to the slider (‘no’ is the default).

	Regenerate word cloud plot the cloud anew.









	Words & weights displays a sorted list of words (tokens) by their frequency in the corpus or topic. Clicking on a word will select that same word in the cloud and output matching documents. Use Ctrl to select more than one word. Documents matching ANY of the selected words will be on the output (logical OR).



	Save Image saves the image to your computer in a .svg or .png format.








Example

Word Cloud is an excellent widget for displaying the current state of the corpus and for monitoring the effects of preprocessing.

Use Corpus to load the data. Connect Preprocess Text to it and set your parameters. We’ve used defaults here, just to see the difference between the default preprocessing in the Word Cloud widget and the Preprocess Text widget.


[image: ../_images/Word-Cloud-Example.png]


We can see from the two widgets, that Preprocess Text displays only words, while default preprocessing in the Word Cloud tokenizes by word and punctuation.
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Displays geographic distribution of data.


Signals

Inputs:


	Data

Data set.





Outputs:


	Corpus

A Corpus instance.








Description

GeoMap widget shows geolocations from textual (string) data. It finds mentions of geographic names (countries and capitals) and displays distributions (frequency of mentiones) of these names on a map. It works with any Orange widget that outputs a data table and that contains at least one string attribute. The widget outputs selected data instances, that is all documents containing mentions of a selected country (or countries).


[image: ../_images/GeoMap-stamped.png]



	Select the meta attribute you want to search geolocations by. The widget will find all mentions of geolocations in a text and display distributions on a map.

	Select the type of map you wish to display. The options are World, Europe and USA. You can zoom in and out of the map by pressing + and - buttons on a map or by mouse scroll.

	The legend for the geographic distribution of data. Countries with the boldest color are most often mentioned in the selected region attribute (highest frequency).



To select documents mentioning a specific country, click on a country and the widget will output matching documents. To select more than one country hold Ctrl/Cmd upon selection.




Example

GeoMap widget can be used for simply visualizing distributions of geolocations or for a more complex interactive data analysis. Here, we’ve queried NY Times for articles on Slovenia for the time period of the last year (2015-2016). First we checked the results with Corpus Viewer.


[image: ../_images/GeoMap-Example.png]


Then we sent the data to GeoMap to see distributiosn of geolocations by country attribute. The attribute already contains country tags for each article, which is why NY Times is great in combinations with GeoMap. We selected Germany, which sends all the documents tagged with Germany to the output. Remember, we queried NY Times for articles on Slovenia.

We can again inspect the output with Corpus Viewer. But there’s a more interesting way of visualizing the data. We’ve sent selected documents to Preprocess Text, where we’ve tokenized text to words and removed stopwords.

Finally, we can inspect the top words appearing in last year’s documents on Slovenia and mentioning also Germany with Word Cloud.







          

      

      

    


    
         Copyright 2015, Laboratory of Bioinformatics, Faculty of Computer Science, University of Ljubljana.
      Created using Sphinx 1.3.5.
    

  

    
      Navigation

      
        	
          index

        	
          next |

        	
          previous |

        	Orange3 Text Mining  documentation 
 
      

    


    
      
          
            
  
Corpus





          

      

      

    


    
         Copyright 2015, Laboratory of Bioinformatics, Faculty of Computer Science, University of Ljubljana.
      Created using Sphinx 1.3.5.
    

  

    
      Navigation

      
        	
          index

        	
          next |

        	
          previous |

        	Orange3 Text Mining  documentation 
 
      

    


    
      
          
            
  
Preprocessor





          

      

      

    


    
         Copyright 2015, Laboratory of Bioinformatics, Faculty of Computer Science, University of Ljubljana.
      Created using Sphinx 1.3.5.
    

  

    
      Navigation

      
        	
          index

        	
          next |

        	
          previous |

        	Orange3 Text Mining  documentation 
 
      

    


    
      
          
            
  
Twitter





          

      

      

    


    
         Copyright 2015, Laboratory of Bioinformatics, Faculty of Computer Science, University of Ljubljana.
      Created using Sphinx 1.3.5.
    

  

    
      Navigation

      
        	
          index

        	
          next |

        	
          previous |

        	Orange3 Text Mining  documentation 
 
      

    


    
      
          
            
  
New York Times





          

      

      

    


    
         Copyright 2015, Laboratory of Bioinformatics, Faculty of Computer Science, University of Ljubljana.
      Created using Sphinx 1.3.5.
    

  

    
      Navigation

      
        	
          index

        	
          next |

        	
          previous |

        	Orange3 Text Mining  documentation 
 
      

    


    
      
          
            
  
Wikipedia





          

      

      

    


    
         Copyright 2015, Laboratory of Bioinformatics, Faculty of Computer Science, University of Ljubljana.
      Created using Sphinx 1.3.5.
    

  

    
      Navigation

      
        	
          index

        	
          next |

        	
          previous |

        	Orange3 Text Mining  documentation 
 
      

    


    
      
          
            
  
Topic Modeling





          

      

      

    


    
         Copyright 2015, Laboratory of Bioinformatics, Faculty of Computer Science, University of Ljubljana.
      Created using Sphinx 1.3.5.
    

  

    
      Navigation

      
        	
          index

        	
          previous |

        	Orange3 Text Mining  documentation 
 
      

    


    
      
          
            
  
Tag





          

      

      

    


    
         Copyright 2015, Laboratory of Bioinformatics, Faculty of Computer Science, University of Ljubljana.
      Created using Sphinx 1.3.5.
    

  

    
      Navigation

      
        	
          index

        	Orange3 Text Mining  documentation 
 
      

    


    
      
          
            

Index



 




          

      

      

    


    
         Copyright 2015, Laboratory of Bioinformatics, Faculty of Computer Science, University of Ljubljana.
      Created using Sphinx 1.3.5.
    

  _images/Bag-of-Words-Example1.png
B8} R

Corpus Bag of Words

Data Table
Regulaization:

Report

Document Frequency:

Count

(one)

(one)

Commit Automaticaly.

™ Data Table
Info

140 nstances.

10865 features (sparse, density.
0.05%)

Discrete dass with 2 values (no
mising values)

1meta attrbute (o missing values)

Variables.
Show variable labels (f present)
[ isualize continuous vaiues

Color by instance dasses.

Selection
Select full ows

Restore Original Order

Report

Send Automatcaly

category tet
True

the house ims..

s ved rough...

Now boy he ss..

thankstoyoub...

000, pcture=1.000,se
000, ir=1.000, again=5000, .

000, bring=1.000, resolved=1,000, payment="1.000, pecuiir
000, swift=1.000 terrors=1.000, rogues=1.000,

the empty ches..._ curiosity=1.00, drag=1.000, retreat=1.000, beyond=1.000, brief=1.000, cowardice=1.

stood irresolute... dance=3.000, furious=1.000, such=1.000, matter

same as the tatt..

T was longer ..

000, housekeeper=1.000, explorec=1.000, fancies=1.000, plans=1.000,

treasure Long J..._ dream=1.000, picked=1.000, telescope=1.000, substance=1.000, unearthed=1.000, ro.

We are so grate... whatever

I am told said ... loudly=1.000, frock=1.000, bread=2.000, brook:

[ [

tofind the one.... watched=2.000, chin=1.000, merrly:

000, favor=1.000, therefore=1.000, beam=1.000, dismay=1.000, dwelt=1..






_images/Corpus-Viewer-stamped.png
B Corpus Viewer
Info

Documents: 140

Preprocessed: False
“Tokens:n/a
“Types:nfa

POS tagged: Fese

Negrams range: -1

Mathing: 140/140

Search features.

O RegEp Fier:

10

1"

2

3

Show Tokens &Tags

Auto send s on

"

ol

Document 1

Document 2

Document 3

Document 4

Document 5

Document 6

Document 7

Document 8

Document 9

Document 10

Document 11

Document 12

Document 13

Document 14

Document 15

category:
text:

children

the house Jim says he rum : and as he spoke he reled a lttle and
‘caught himseff with one hand against the wall Are you hurt? cried |
Rum he repeated | must get away from here Rum! Rum! | ran to fetch
it but | was quite unsteadied by all that had fallen out and | broke one
glass and fouled the tap and while | was stil getting in my own way |
heard a loud fal in the parlour and running in beheld the captain lying
fulllength upon the floor At the same instant my mother alarmed by
the cries and fighting came running downstairs to help me Between
us we raised his head He was breathing very loud and hard but his
eyes were closed and his face a horrible colour Dear deary me cried
my mother what a disgrace upon the house! And your poor father
sick In the meantime we had no idea what to do to help the captain
nor any other thought but that he had got his death-hurt in the scuffle
with the stranger | got the rum to be sure and tried to put it down his
throat but his teeth were tightly shut and his jaws as strong as iron It
was a happy relief for us when the door opened and Doctor Livesey
‘came in on his visit to my father Oh doctor we cried what shall we.
do? Where is he wounded? Wounded? A fiddle-stick's end! said the
doctor No more wounded than you or | The man has had a stroke as |
warned him Now Mrs Hawkins just you run upstairs to your husband
and tell him if possible nothing about it For my part | must do my best
to save this fellows trebly worthless ife: Jim you get me a basin
When | got back with the basin the doctor had already ripped up the
captain'’s sleeve and exposed his great sinewy arm It was tattooed in
several places Here's luck A fair wind and Billy Bones his fancy were
very neatly and clearly executed on the forearm: and up near the
shoulder there was a sketch of a qallows and a man hanging from t--






_images/topicmodelling.png





_images/Bag-of-Words-stamped.png
& Bag of Words 70X






_static/file.png





_images/Preprocess-Text-Example2.png
) v
A
()
=)
Select Columns i

Test& Score

Ve

Logistic Regression

ORemoveaccents [ Parse htm

(none)

VLIV =TTV

0.00 5] [100 =

@iosandiriends  knows  massive amazing climte
tarmac place used ever higher sy democrats sfcan  @nbeusa_ine

things _clean needs republicans election TUMP'S thing
important

e next @realdonaldtrump L et
poll MUCh AMETICANS Working parains s v

‘carolina strong ohio
pt votefamilies collegere * v
e sad commander-in-chief every oo
anyone love time last surethank Iik'e'es country

w002y it's RAKE hi 0ing wor. =
i CliNtON o f Ry sad vatsrans -

e D2cK @pPOtUS donald Would ein i

.. americaone pregjdentgreatn®Viluns:
- i tetnerpeople Boludent - = -
o S0 hillary's #americafirst miitarytipuiou ==
s " night #nbenewsforum geed ' .., B e
e e P YT QR e e
e e

registered






_static/minus.png





_images/Word-Cloud-stamped.png
= Word Cloud
Info o
R
it i 1051w
Cloud preferences 2]
Color words:
worss || o
Ty
‘Words & weights. (:]
e Word -
w6 sid
57 e
50 te
29 ke
275 coutd
264 ot
25 tme
28 tnow
207 mon
07 see .

Save Image.

et workkathisen
replied voice pepens

™OMING years window
reatly Passed almost .

strange. i three dark sat U calied
e nhs_i.ew“;%:leming wmed s (5
pert roung light White going find took dorothy .9, T
i g
= gerala 9Nt gk 100K heard story'gouc® res

e
wthought Seemed Make  'sara girl igne 2

s sgiitace 96 Well VENT think tell moind”

ook mr neverys WOUld must twaver -«
begangreat el |ittIE SELBH 0y

davhand knowsaid tiriie long get™”
thing made mManONEeroomeyes first jast '**

P away *COU things every
upon w 93
Black shall pon old camesaw ,é?much another
cnia920d Dack come people miss 299
o road
Yoreiocking "gyen  NOUSE S8Y Tt " siood men e
better, though found phronsie . momentdsar **' ceey
e e B G s 1 i
home biwe Place - young sugdeniy _ "
o around immy 11 oners

petronive ey P

poor






_images/Topic-Modelling-stamped.png
« Topic Modeling

O Latent Semantic Indexing

O Latent Dirchlet Alocation

© Hierarchical Dirichlet Process
‘Options.
Firstlevel concentraton (y): w [
Second level concentration (a): 1 B
The topic Dirchlet (a): 001 [¢
Top level truncation level (1): 1w [
Second level truncation level (K): 53
Learning rate (<): w 3
Slow down parameter (): EEE

Commit Automatically @

Topic keywords
‘germany, terorism, linked, belgium, spokesman, terrorist iss interior, ministry, sauc

‘germany, extremists, islamic, radical, nazi, s, japan, access,identity, mistaken

‘germany, observation, due, single, might, shot, m, started,frend, american

‘germany, thuarting, operations, nterior, saud, belgium, terrorism, ministry, iis, spokesman
‘germany cast, west, wal, run, monicacrowley, ye,freedom, stl, attempted

‘germany, turkey, poem, drops, nvestigation, comic, whose, nsulted, eadier, ltie

‘germany, going, like, really, could, reat, yeah, looking, forward,jodel11

‘germany, talks, bank, deutsche, berln, u, discreet, offiials, pursues, us

‘germany, going, tour isis, terrorism, ministry, belgium, tip, nteror saudi

‘germany, hope, go,idk, ct, need, might, possible, concetion, cant

‘germany, sd, one, day, enough, go, soon, aly, { sure

‘germany, one, via, joining, congrats, scoring, julis, pro legend, point

‘germany, terorism, iis, ministry, terorist linked, belgium, thwarting, operations, spokesman
‘germany, dj, colombians, cologne, france, herzblutradio, loved, miltary, mixcloud, facilties
‘germany, opposite, trump, wagon, jump, democrat, deceased, complete, supporters, berniesanders
‘german, germany, vi, welcome, queen, sweden, given, gustaf, i, carl






_images/NYT-API.png
7 New York Times API key

e [






_static/up-pressed.png





_images/Topic-Modelling-Example1.png
&

Corpus

@ Latent Semantic Indexing
Optons

Number of topis:

O Latent Dirichiet Alocation
O Hierarchical Diichlet Process.

Report

Commit Automati

—_ o ac
D RegExp Filter:
A FeresD
e |
e e 2 Document2
& P0S tagged: Fase I o—
e e
Topic Modelling 4 |b t4
F T 5 bocuments
=
Preprocess Text Word Cloud ﬂm«g i 6 Document 6
S 7 Document?

Topic keywords.
1 said, one, ltl, like, could, would, fime, know, see, man

10 polly, said, phronsie, oh, clem, one, miss, man, could, upon
said, polly, phronsie, princess, gerald, clem, jimmy, oh, ltle, trot
trot, , cap, bill, water, said, mermaids, sea, polly, asked

sara, miss, minchin, little, george, polly, child, chloe, looked, french

aunt, george, gerald, chioe, princess, jimmy, de, ;, mas, ye
aulus, lygia, thou, thee, pomponia, petronius, house, csar, george, vini
o, ltle, us, lion, story, princess, people, witch, mary, man

2
3
2
5
6 dorothy, scarecrow, lion, tin, woodman, toto, witch, oz, asked, road
7
8
9
1

0 may, us, ladies, m, young, miss, men, doctor, wlde, mother

8 Documents

9 Documentd

Disly features
= 10 Document 10

category

@ tet

O Show Tokens & Tags.

category:

text:

children

and tossing her head I'm going to have five-
o'clock tea fore you go There m alady an' a
swell ane too Id have you know She ran over to
the comer of the slatterly room and set the
doll on  bed over which were tossed the
clothes in a dirty heap Phronsie following every
movement with anxious eyes Now she's my
child remember she said tuming her sharp
black eyes on the small figure huddled up on
the floor as long as she stays here Then she
hurried about twitching a box out here and there
from a cupboard whose broken door hung by
one hinge Here's my silver spoons-—ain' they
beautifull she cried running up with a few two-
tined forks and a bent and battered knife These
she placed also the cracked cups with great
qusto on the rickety table propped for support
against the wall as one of its legs was gone
entirely and another on the fai road to
departure Tain' stylish to have yer table agin
the wall she broke out at a five-o'clock tea: |
know ‘cause Ive peeked in the windows up on
the avenoo an' Ive seen your folks too She
nodded over at Phronsie | know what I1l do She.
tossed her head with its black effish locks and
darted offin triumph dragging up from another
comer a big box first unceremaniously dumping

ing window

Save Inage

Word Cloud - o x
ifo
1000 wordsin' topic
140 documents ith 10681 words scarecrow D oIS among ange
e oo betir " DRI et
Cloud preferences fest near black “"ETES thing told Seen george reiciy
(n\:wmds Ly e without princess s‘t’;'l‘f““"g right felt  dark
Jimmy  night ever nihouse another set around e
words it [ w ., ma mother or?lda ke may found weep
Regenerate word coud turned come s " cried dear v
B hade moment
ords S wehs stood still opleuwiis
Wi - ~, shalupon eyescouldwell né':\]/uef ite ! big
o1 see sgeé":gleagck liké man el
o wanOW tﬁld glenéellgnggm
0097 oh cap tWO o) ittle 0ld say story
0093 well first4po 1 US wou |d goface:i: yes .
0083 us Jite hand 9Ot aiong
o v weebegansara came great "And oot u
oo .,.uf’g.ve going on things ' “geraia ¢
e niees Perhaps thing heard thought look YOung raer
0090 must g!
000 mus every mi though
o0 v soon dorothy anything feet'?" ming  ams
e pusg almost dONe . nothing always Suddeny believe
008 came . st ? " sea aem






_static/comment-bright.png





_images/Wikipedia-Example.png
Wikipedia  Preprocess Text

0 Wikipedia

Query

Content.

Info

R
e p—
e

[ color words.

worss ||

‘Regenerate word doud

Words & weights

Weight
864 germany
439 german
334 slovenic
21 world
156 wer
143 european
140 national
133 team
132 women

126 hitler

121 country

Save Image.

expesilly camiolasports summer N
Slovenes  ccording area popular  Foman minister Freucen

Sehoot
Teciet, percent or L
e P france. Ppolitical region

mp—
pmter sysomhistory ;‘;‘:’I‘i:'“” reich number
o austria third became [ ; pimvea
Yesesgting 19:4:4relatmnslar!:lt')st - TeQIONS major e ner o,

o slovenian inciudejews

s including football includejews crass,
2, republic nazi WOMEN1 tio popuiator ..
< states 000 WOrld natiofial Sies o
_membershitlar SlOVENia first pisbio .

r slovene 9EEMANYeoyntry s une:

oforeigiglsd e rManteam federal i
12" among cu%lstgte 02Walhew”, One year century

nazis government european east military regime

e~ oaitaly union Million SUIOPE central nade o

== music POWer : many time nighest polnd oo
international =~ countries tater ™ vesty s
ree e education oo oy ses home o

economy university 1UP1 =

e germans. g
T SOviet
mporant germanic language | Children © empire P capisl

macs Championship gaes development  ations






_static/comment-close.png





_static/comment.png





_static/ajax-loader.gif





_static/down.png





_static/plus.png





_images/wordcloud.png





search.html


    
      Navigation


      
        		
          index


        		Orange3 Text Mining  documentation »

 
      


    


    
      
          
            
  Search


  
  
  
    Please activate JavaScript to enable the search
    functionality.
  


  

  
    From here you can search these documents. Enter your search
    words into the box below and click "search". Note that the search
    function will automatically search for all of the words. Pages
    containing fewer words won't appear in the result list.
  


  
    
    
    
  

  
  
  
  


          

      

      

    


    
        © Copyright 2015, Laboratory of Bioinformatics, Faculty of Computer Science, University of Ljubljana.
      Created using Sphinx 1.3.5.
    

  

_images/nytimes.png





_images/Preprocess-Text-stamped.png
< Preprocess Text - o x

Info

Document count: 140
Totaltokens: 64555
Uniaue tokens: 7352

ORemoveaccents (] Parse him [ Remove uls:

Tokenizaton @

O Word & Punctuation

O Whitespace

O sentence

@ Regerp pattern: [+
O Twest

Normalization @

@ Porter Stemmer
O snowball Stemmer Language: [engish >
O WordNet Lemmatizer

Filtering e

(none) MIENRE

LLEIIY

000 2] [Lo0

100

POSTagoer @

@ Averaged Perceptron Tagger
O TresbarkPOS Togger (MasEnt)

Stanford POS Tagger (none) w1 model | Tegger






_images/Wikipedia-stamped.png
Query

Query word st

Artices count 20






_static/up.png





_images/Bag-of-Words-Example2.png
Info

Optons. Documents: 4

5

RegExp Filer

Term Frequency: Bt D] category: children
2 Document2 text: thanks to you big hulking chicken-hearted men
Well have that chest open if we die for it And Il
3 Document 3 thank you for that bag Mrs Crossley to bring
back our lawful money in Of course | said |
4 Document4 would go with my mother and of course they
cried out at our foolhardiness but even then not
a man would go along with us Al they would do
R =] was to give me a loaded pistol lest we were
a B et attacked and to promise to have horses ready
category(SVM) sadded i case ws ware pursued on o et
while one lad was to ride forward to the doctors
Corpus - Preprocess Teit in search of armed assistance My heart was
@ beating finely when we two set forth in the cold
A night upon this dangerous venture A full moon
was beginning to rise and peered redly through
the upper edges of the fog and this increased
category our haste for it was plain before we came forth
B et again that all would be as bright as day and our
category(SVM) departure exposed to the eyes of any watchers
We slipped along the hedges noiseless and
swit nor did we see or hear anything to
Samping Evauation Results increase our terrors til to our elief the door of
P the Admiral Benbow had closed behind us |
Method A A Precision slipped the bott at once and we stood and
1000 panted for a moment in the dark alone in the
S house with the dead captain's body Then my
Confusion Matrix mother got  candle in the bar and holding each

Document Frequency: Types: nfa
POS tagged: Fese
Regularization: N-grams range: 1-1
Matching: 4/4
Report

Search features

Disply festures
Test&Score  Confusion Matrix Corpus Viewer

Number of folds:

Random samping

Repeat trainftest: |10 e P
Training set size: |66 % S
soathed children
O Leave one out adult
O Teston train data

children 4 6
feston test data

b3 66
Target Class Show

(Average over dasses) Number of nstances

Report select
Select Correct
Select Misdassified

Clear Selection

Output
Predictons
O Probabiities






_static/down-pressed.png





_images/stopwords.png
[ stopwords

=] Iy stopwords.

=1 [d] [e]






_images/NYTimes-Example1.png
Artice APIKey

Query

From: [2015-10-11_v | To: [2016-10-10 v

Textindudes
Headine
Abstract

[ snippet

[ tead Paragraph

[ subject Keywords

Output
Artices: 110/410

Report

Oure

O Locations

O ersons

[ organizations
O creative Works

Documents: 110

Preprocessed: False
Tokens: nfa
Types: nfa

POS tagged: Fese

N-grams range: 1-1

Matching: 110/110

Search features

a Section
Headine

Abstract

Snippet

Lead Paragraph
Subject Keywords

o &

GeoMlap

Corpus Viewer

Disply festures

e

Region atrbute: | @ Locatons

RegExp Filer

1

2

Sectecy Regns 5 UN. S
Stoverians Deliver Major

The Latst Austra, Slove.
Melania Tump: From S,
1941 kol Annexes Area o
Tour and Hotel News: Bk
Slovenia Builds Border Fe.
Stovenia Deploys Toop .
Austia and Slovenia Trad
Balkans Reel az Number o

Balkan Nations Shut Dow.

| Map type: [Europe

Section:
Headline:
Abstract:

Snippet:

Lead
Paragraph:

Subject
Keywords:

URL:

Locations:

World

Secrecy Reigns as UN. Seeks a New Secretary General

United Nations Security Council straw poll for next secretary general results in former
Portuguese Prime Min Antonio Guterres and former Slovenian Pres Danilo Turk
receiving most votes, with Bulgarian diplomat Irina Bokova coming in at strong third
proceedings are characterized by secrecy and lack of ransparency, for which
organization has long been criticized: final choice is ultimately likely to be made by
United States or Russia, each of which can veto any candidate

Diplomats emerged from the nearly two-hour voting session with lips sealed about
whom they had given a thumb’s up or thumb's down to

Diplomats emerged from the nearly two-hour voting session with lips sealed about
whom they had given a thumb’s up or thumb's down to

Elections, Diplomatic Senice, Embassies and Consulates, United States Intemational
Relations

ttp://www nytimes. com/2016/07/22/world/americas/united-nations-secretary-
general html

Slovenia_Portugal, Bulgaria, Russia

3an Ki-moon, Guterres, Antonio, Turk, Danilo, Lykketoft, Mogens






_images/NYTimes-stamped.png
© NV Times (4% ETA: .. 7

Artide APIKey.
Query
Sovenia

Je e x

From: [2015-10-11_v | To: [2016-10-10

<

Textindudes (2]
Ow

[ Locatons:

[ sniopet [ persons
[JteadParagraph [ Organizations

[ subject Keywords (] Creative Works

Output 4]
Artices: 20/410

Report @ sp @






_images/Preprocess-Text-Example1.png
@ untitied”
File Edit View Widget Options Help

# Word Cloud

o

owordsina topc

140 documentswith 100 words
Coudprefrences

2 Color words

e

& Preprocess Text
Info

Totaltokens: 13541

Oregerp
[ bocument requency
] Most reguent tokens

POS Togger_[disabled]

VLNV

o0 [

100

©

suddenty yet

hands shallquite ever
found every

mightheard first MaY oy B0 e

ight
jitio head long wentUPon ma,
m

€ gay
age oh®Yes wr?l"awf?yfa m"’g =
ok people cOUld likemust asked ...,
swod good 90 Q)@ 1! came looked save

wasiv back tIMe S A1 oy much mom
put get SAW yg ||tt|é' See ™M Say thing
. seemed . great away winou
moment pouse old would things aiong
houoh pegan Never come  think something
white thought (WO let gotgoing *tina
perhaps ~ take 100K oy






_images/Pubmed-stamped.png
Emai: | mail@mail com o
Regular search  Advanced search L]

Author:

From: 18000101 v

Query: [orchid -

Number of retrievable records for this search query: 1462

Find records_ e
Textindudes o
Authors.
Artide tite
Mesh headings
Abstract
R
Retrieve [ 1000 2] records from 1482.
Retrieve records e

Number of records retrieved: 1000






_images/GeoMap-Example.png
]

E Cloud preferences
Corpus Viewer (1
olor words

NY Times Words tit

Word Cloud

dietrich chinese  9°"*M®Threxit

t :
= [ aex”apes SPUIS Violence

. - 3 new e €Urope 96rMan depate
reprocess Te) pp— oW b ution ge rma ny road tourists
© Geortor o nans hate ™. W rvles™ 51 otria

perspective

Wiords & weights

center,

anti breaking”*™

bound

Region atrbute: | @ country | vap type: [Europe






_images/corpusviewer.png





_images/Topic-Modelling-Example2.png
amp, us, 1z, w, uk, via, berlin, cannot, discrete, allowed

- a
- B = | coem  ooen
e o 22 germany  21e119  90e-116
Fiter whose 21e-89 5.3e-86
[ p-vaive [0.0100/% comic 3.5e-88 64e-85
o) o omeols] | imvetgson 33088 54ets
Topic Hogell Word Gloud tkey S8R Gles
E resort. 20e-43 24e-40
Comus  Preprocess Text 5 e ves 2w
b Select Rows. india 6.3e-28 5.7e-25
= Bag of Words france 5615 44612
s - 0 amp. 56e-10 39e-07
ondions db 7.5¢-08 47e-05
. Topic1 (german ~ |isgreaterthan v 09| = Clou new 3.2e-07 1.9e-04 - o
x Sl o A
e ". e
. [F8 Condito] [Ac Al Vaiabes | Remove A T e e v
- Cloud preferences stop v et deutsche 20 " e
I3 v o Spokesmaii e s
= T | [ g o iied PSS T eader Do
Out: ~1410 rows, 140 variables: Remove unused dasses: T - like b I 2t Y turkey whose e ser
ot PR I w =i drops'D@IGIUM nterior..=.
rt vend automatical o jords & weigh ago ey d iy cana
= — e 90rman te PO SIMUSvia poem . men
ot o 1 ~th rt .
~thwartinggermany amp u 5 -~ =
 Topic Modelling - o x 830 germany e 7 d eu - good " " nepe
prtedena e e new sAUI T ISIS linked ™
Latent Semantec indexi e t
= " e — i see OPEIratiONS sotrance s u:
ons 1 germany, terrorism, isis, belgium, operations, ministry, terrorist, saudi, interior, linked elgium setrs tomporstne MEWS, t t india e support "
R L | e e e i o e || 0161 b9 o s " comic {@EF OFIST oz 72 o
3 bank, deutsche, talks, berln, u, discreet, pursues, officials, reuters, union 0159 operations o et veutbe - investigation berlin "™ e gos
O LatentDirchet Alocaton 4 drops, comic, poem, whose, investigation, turkey, insulted, leader, npr, law 0159 ministry o iy . e g
O Hierarchical Dirchet Process. 5 german, check, resort, small, near, town, located, wester, typical, vista 0198 taront e e s ™
;
;

Report

Commit Automatically

0 12, 122z, 2z, show, amp, s, ina, 2221z 12, showtimes.






_images/Twitter-stamped.png
¥ Twitter [

Tuiter AL Key. °

Query. 2]
[T ————

Query wordist:

Seachby:  [Content B

Hlow

retweets: o

Date: since  |2016-09-30 [ | until 2016-10-10 [

[ Author Description






_images/Word-Enrichment-stamped.png
¥ Word Enrichment
Info

Cluster words: 10681
Selected words: 5257
After ftering: 21

Fiter

O p-value [0.0100

[0.2000

pink

prvalue

Jazett

27em
15¢-06
17e-06
11e-06
2506
36605
16005
21605
30605
46605
656605
656605
7305
12e04
12e04
16004
1.5e-04
1.5e-04
32004
3004

FOR
15e-07
15¢-07
3503
3503
3503
4503
55003
002187
002493
003171
004506
005435
005435
005533
008280
008280
008763
008763
008763
016234
016234






_images/Word-Enrichment-Example.png
@ untitied”

File Edit View Widget Options Help .
Word Enrichment

Info

Cluster words: 1632
Selected words: 614 a2
After ftering: 15 e

americafirst
clinton
Join

@H)—( S| B

crooked
poll
tickets
movement
great
Supporters

Fiter

Preprocess Tet  Bag of Words

R Corpus Viewer

RegExp Fier: [Trump.

.Wv« CERTIOE Author:  @realDonaldTrump

2 Join the MOVEME... Content: Wow, did you just hear Bill Clinton's statement on how bad ObamaCare
is. Hillary not happy. As | have been saying, REPEAL AND REPLACE!

Date:  2016-10-04 21:65:55.

Thank you ARIZON...

My childare plan ...

il be watching t...

Join me in Reno, N...
Join me in Reno, N...

Thank you Colorad..

We must bring the ...

Join me in Henders...

Just announced th...

Melania and | eten..

Bernie should pull..

*@trumplican201..
I have created tens ..

I know our comple... v






_images/Twitter-Example2.png
Info

Owordsina topic:
272 documents with 1285 words:

[STm— - movement oW oo e
= words it [| - - :::ewhi(e man millions imagine e coming sy
m - e % together taxtiNgS americans battamiy i S .,
: e plan america-people pepp voring -
) ord lous Weight Word | s work d nothing yeus
! jord Clou o need A H 5 oesn't
e Y& g P mien clinton - like mike thgfkvack,, =
Twitter Preprocess Text & Select Columns 39 pence poll want #Vpdebate eVeryrun"ﬁ‘in;II
- i ) w:defend great trumpdonaldsure ive «
a asgtvorce i mie ‘on families_ join PeNCe make vote #7292
= o - president hillary s o
27 donald paying 5 LY $ debate cantsoco

v Logistic Regression e get IS: @tlm AINEe womenknow coulant

0. cceat €Veryone believe"* """
TterAPLRey i Teascore S0 K enright - 2S pay Teally vting 9
Query Samping e —— o' o mpaiga enCaN going support gy, decades
Palgn many ia Woman .o chid et
ilaryCinton ross validation " [Pl beeomet oficers  better. almos opsmsars
o Oextm Mehod  AUC | CA  FI | Preciion  Recal e nevada o —
Query word list: umber of flds: Logistic Regression 0763 0820 0692 0.7 0567 gra Supporters @nytimes pupican
Stratified nsutanven

O Random samping
Searchby: Author A Repeat trainftest: |10 v
fng lraining set size: |66 % .
retweets: o e BD

9 svates

Date: snce  |2016-09-30 [¢] untl  |2016-10-10 (%

O Leave one out
= b = O Teston train data
max tweets: ] 100 B O Teston test data
Acamdate
results: o Target Class.

resgecver dosses) =
Textindudes 4 = J
Content ] Author Descrpton ==
o

Tiweets on output: 272

Report Search






_images/Pubmed-Example.png
Preprocess Text

: [mail @mat.com

Reguiar search  Advanced search
Author:

From: 18000101 v

Query: [orchid -

Number of retrievable records for this search query: 1462

Number of records retrieved: 1000

Word Cloud

“ Word Cloud
Info

Owordsina topic:
1000 documents with 15144 words

e
Color words.
worss ||

Regenerate word doud

Words 8 weights

Weight
1776 species
1631 orchid
647 orchids
554 two.
550 results
544 study
535 plants
492 floral
472 plant
437 genes
436 mycomhizal
403 populations
397 using
379 fungi

378 gene

Save Image.

spacncty vitro pollinated_functionsl single
increased

ertests siructure S0
on‘:’mdaceae known
conservation evidence associated  compounds e
“Y  cells observed e SomPe athough
d lated 9

serss sequences 1SOlatioN o 6y otiye ger_m::\atl'on variation ™ .
compared IMportant poIIinator‘”'““" et thods INCIUding many
investigated related lati seed diversity ¢! conclusions

soods expressionpopula |gn vsis SPECfic |5yq
numoerfungalone genes YSIS yataselection

unetner

=i used also two StUdY pollination”

~Bitea plants OTChidfioral nowever™
bees three MAY SPECIES | gjngfound st
= flowersplantof¢hids gene hiohou

growtnshowed FURGI FESUILS . like studies poren
wosniiover genetic MYCOFThiZal motecular

jenome = i 7 potential
r::?gggesl population different am_ong 'd:‘:gzdu ptiy
%2 igher_evoluton development POLNAOIS™ES o
:

regions
9" . evolutionary

¢ ence
st tota Background flowering phylogenetic: significant paterms wowoe
‘wtes Bhalaenopsis 1ange analyses significantly o112 groups
presence small Markers group  gistripution highly several @
changes large producion  factors Serorns. infomston
respectively habitat morphological MOde! iduced

lesves developed sssocistions.
fungus sexual "

cinde
years






_images/pubmed.png





_images/corpus.png





_images/wordenrichment.png





_images/GeoMap-stamped.png
- o

0 reotoe






_images/Word-Cloud-Example.png
Info
Owordsina topic:

140 documents with 10651 words
Cloud preferences.

Color words.

Fu 24 words it [

epiea 7m0 Sl B belleve  yindon
o answered 47 5% aen
e endside mghl mother stoodblack = work
 place g Phronsie ye<might though cert
Mook bel3H! poIIy asked thought evey’i oot omers
ear
ey miss Much Went eeemed noad over,, =
gerald shall make must t flrst quite
along 9iM two think )

thing UP°n dllttle back “@eniia o
turned

left, s good far
o oh likasaid freemway trot for,
* white M0 jong rrll!a(n“” kno Wthlnlasst PonaRs

v door nu uld 9°

e doroy
iz Saw came great; “°° Gindits
b ven'e) PEOPIE COMe made g0y C7e, o
passed young use

another *"*%/* poor
beautiful gave S(O
v% sometning - going Story Sl

Knew in
three M9 anything near kins

indeed.
strange.

flicity

Cory Word Cloud Weight Word
a pus 846 said
L3 340 little.
# Word Cloud (1) - a
Color words prronss ngnt
worgs ot [ o keI o
men it up i their "7 toox
o misis e UL sald -
& o v v this 11 h u h at ; beae - v
Weight Word ~ e o ha d e f tl’i’;‘ym:*::w "
7209 the Ptied -7
i aSto ph QT On o -
o ZZnen shefcaand YOU
2010 e me she Was ,forwhen we me
3105 i e sarm now o mors long founa
il Lo e not hey = -
’ "o then'trom we no What "% s
=2 ooy ot ™ 2 e oo peope
1990 in . oy g v

Save Inage






_images/Corpus-Viewer-Example.png
&
Info
Document count: 140

Total tokens: 60576
Unique tokens: 10681

Q

Corpus Corpus Viewer

¥

Preprocess Text

Transformation
owercase [ Remove accents

Tokenization

Regexp pattern: [+

O Tweet

Fitering

topwords Engish

O Lexicon

ORegexp

2 Corpus Viewer
ifo
Documents: 140
Preprocessed: e
Tokens: 60575
Types: 10651
705 tagged: Tue
Negrams range: 12
Vatching: 13/140

Search features

category

@ tet

Disply festures

category

@ tet

how Tokens & Tags

[ Document frequency

[ Most frequent tokens

Negrams Range

RegExp Fiter: 8l

1

2

Document 3

Document 5

Document 6

Document 31

Document 32

Document 33

Document 34

Document 35

Document 36

Document 37

Document 38

Document 39

Document 40

Range:

POS Togger

Averaged Perceptron Tagaer

Treebank POS Tagger (Maxent)

Tagger

the moonlight head and shoulders and addressed the blind beggar on the road below
him Pew he cried theyVve been before us Someone's tumed the chest out alow and
aloft Is it there? roared Pew The money's there The blind man cursed the money
Flint's fist | mean he cried We dont see it here nohow retumed the man Here you
below there is it on Bill? cried the blind man again At that another fellow probably
him who had remained below to search the captain's body came to the door of the
inn Bills been overhauled aready said he: nothin' et Its these people of the inn-it's
that boy | wish | had put his eyes out! cried the blind man Pew There were no time
ago-they had the door bokted when | tried it Scatter lads and find 'em Sure enough
they left their glim here said the fellow from the window Scatter and find ‘em! Rout
the house outl reiterated Pew striking with his stick upon the road

empty_JJ| | chest_JJS | next_JJ| |opened_JJ| | door NN [full_lJ| retreat NN
started_VBD | |moment_NN||soon_RB| |fog_RB | rapidly_RB| |dispersing_VBG
already_RB||moon_RB || shone_JJ| | quite_RB|clear_JJ|  high_JJ | ground_NN
either_DT| | side NN |exact_JJ| | bottom_NN| |dell_NN| |round_NN| |tavern_JJ
door_NN|thin_JJ | |veil_NN| still_RB || hung_VBZ| |unbroken_JJ| |conceal NN
first_JJ | steps_NNS | |escape_VBP| |far_RB| |less_LR| half JJ| |way NN

hamlet_NN | ittle_JJ | beyond_IN| | bottom_NN||hill_NN| | must_MD | come_VB

forth_NN| | moonlight VBN | sound_JJ| | several_ | |footsteps_NNS

running_VBG| | came_VBD || already_RB || ears_VBZ||looked_VBD | |back RP
direction_NNI[light NN [tossing_VBG | fro_NN| |still_RB| |rapidly_RB






_images/bagofwords.png





_images/Corpus-Example2.png
&
Info

Document count: 140
Totaltokens: 13541
Total types: 100

Corpus

Transformation
Lowercase

Tokenization

O Word &Punctuation

O Whitespace

O sentence

Regexp

O Tweet

Fitering

Stopwords
O Lexicon

ORegexp
[ Document frequency

Most frequent tokens:

Word Cloud

¥

Preprocess Text

ORemoveaccents [ Parse htm

pattern: [+

Engish

Word Cloud
Info

Owordsina topic
140 documents with 100 words

Cloud preferences
Color words

worss ||

Regenerate word doud

Wiords & weights

Weight

289 like
273 could
264 would
252 time
228 know

184 came

Save Inage

without
4 found ever

house anything

mlgm head come shall seen
another went still

wegreat could ml;stface day
many

though old -ywell make
ign 100Ked like neveryg,

~iisontime ST 2 o,
right Ohczlme would handa 09
“'seemed way =

pul good back pegan something

take,  thoughtquite white
moment

perhaps 100k hear

toid enough

et






_images/Twitter-Example1.png
* Word Cloud
Info

Owordsina topic:

100 documents with 432 words:
Cloud preferences.

Color words.

@spomonator

. ", Gmondintig
sus acan spons @adiptoentre

@ensgocs @ooe mason siephant

sigoritims @ussin

oot sxpaning @omstemman

PR o mpargng poaching arvardmec @vesiay jzdha leaders va
[ | T e e
Regenerate word doud puress g moves. accelerate wits
s results medlclne game sntrs Dvwm-“
Q ~data-analytic nged - sarmgass
- Wit Word o= thinking Science via @dnuggetsy:
o mastering#Machinelearning 7 sume ~
. lat
Twiter 9 G 1,; algonthm# Iearnlng career gouid
1 prevent earn mt #iot k front deep
1 demonstrting ~ predict knOW dat h ph“
Freprocess Text 1 music analyticspneyral mac n N much'“‘“'e o
- S e utionize 4 oneMINING busmess
1 #bigdatanyc s @marcusborba networks #python Q"i"i"ym“
TterAPLRey | themiteterer datasciencel€CO(N|Zesteps- .
Query wm. 1 mes 7 G _sUppoIters @valaafshar : @a;";‘fvggﬁm S
g =z cunn v @amaramecteory @aNalyticbridge 79 TEIEE, v
machine learring 1 @newsycombinator Womston  @ronald vanloon ey #cognitivecomputing @ sgortam "™
Query word st: 1 #picos s Gt ssotareengineering g SO
1 whiteboard o moasis. qactsat anayze  wnitsboara
Search by: Content 1 quickstart
o
s e
o s [mwon Blws [meww
e [EER
e
s ]
Textnddes
Content [ Author Description
o

Tiweets on output: 100

Report Search






_images/wikipedia.png





_images/preprocesstext.png





_images/twitter.png





_images/Corpus-stamped.png
2 Copus

Corpus fle

Corpus of 140 documents.

Used text features @

Tgnored text festures @

e (2]
Ibookexcerpts.tab, ~| [ [ rowse | | @ Reboad
Corpusinfo @

@ et

@ ctegory






_images/Corpus-Example1.png
Documents: 140

Preprocessed: False
“Tokens:n/a
“Types:nfa

POS tagged: Fese

Negrams range: 1-1

Mathing: 140/140

Search features.

Tgnored text festures.

@ ctegory

children

the house Jim says he rum : and as he spoke he recled a
litle and caught himseff with one hand against the wall
Are you hurt? cried | Rum he repeated | must get away
from here Rum! Rum! | ran to fetch it but | was quite
unsteadied by all that had fallen out and | broke one glass
and fouled the tap and while | was still getting in my own
way | heard a loud fal in the parlour and running in beheld
the captain lying ful length upon the floor At the same.
instant my mother alarmed by the cries and fighting came.
running downstairs to help me Between us we raised his
head He was breathing very loud and hard but his eyes
were closed and his face a horrible colour Dear deary me.
cried my mother what a disgrace upon the housel And
‘your poor father sickl In the meantime we had no idea
what to do to help the captain nor any other thought but
that he had got his death-hurt in the scuffle with the
stranger | got the rum to be sure and tried to put it down
his throat but his teeth were tightly shut and his jaws as
strong as ion It was a happy relief for us when the door
‘opened and Doctor Livesey came in on his visit to my
father Oh doctor we cried what shall we do? Where is he
wounded? Wounded? A fiddle-stick's end! said the doctor
No more wounded than you or | The man has had a stroke
s | wamed him Now Mrs Hawkins just you run upstairs to
your husband and tell him if possible nothing about t For
my part | must do my best to save this fellow’s trebly
worthless ffe: Jim you get me a basin When | got back






_images/Twitter-key.png
I Twitter API Credentials.

Key: I

seats|






_images/geomap.png





