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CHAPTER 1

Corpus

a

Load a corpus of text documents, (optionally) tagged with categories.

1.1 Signals

Inputs:

¢ (None)
Outputs:

e Corpus

A Corpus instance.

1.2 Description

Corpus widget reads text corpora from files and sends a corpus instance to its output channel. History of the most
recently opened files is maintained in the widget. The widget also includes a directory with sample corpora that come
pre-installed with the add-on.

The widget reads data from Excel (.xlsx), comma-separated (.csv) and native tab-delimited (.tab) files.
1. Browse through previously opened data files, or load any of the sample ones.
2. Browse for a data file.
3. Reloads currently selected data file.
4. Information on the loaded data set.
5. Features that will be used in text analysis.
6. Features that won’t be used in text analysis and serve as labels or class.

You can drag and drop features between the two boxes and also change the order in which they appear.
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Corpus of 140 documents,
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1.3 Example

The first example shows a very simple use of Corpus widget. Place Corpus onto canvas and connect it to Corpus
Viewer. We’ve used booxexcerpts.tab data set, which comes with the add-on, and inspected it in Corpus Viewer.

The second example demonstrates how to quickly visualize your corpus with Word Cloud. We could connect Word
Cloud directly to Corpus, but instead we decided to apply some preprocessing with Preprocess Text. We are again
working with bookexcerpts.tab. We’ve put all text to lowercase, tokenized (split) the text to words only, filtered out
English stopwords and selected a 100 most frequent tokens.

2 Chapter 1. Corpus
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- o x
ewe — a x
RegExp Filter:
Documents: 140 .
@ Freprocessed: False 1 Document 1 category: children
= Tokens:
=T:pe2:snr;f 2 Document2 text: the house Jim says he rum ; and as he spl_]ke he reeled a
Corpus Viewer 505 tagued: False little and caught himself with one hand against the wall
5 e — 3 Document3 Are you hurt? cried | Rum he repeated | must get away
grams range: 1- from here Rum! Rum! | ran to fetch it but | was quite
FEmros FED 4 Document4 unsteadied by all that had fallen out and | broke one glass
and fouled the tap and while | was still getting in my own
Search features 5 Document3 way | heard a loud fall in the parlour and running in beheld
the captain lying full length upon the floor At the same
6 |Document 6 instant my mother alarmed by the cries and fighting came
7 Document? running downstairs to help me Between us we raised his
B Corpus head He was breathing very loud and hard but his eyes
P & Document® were closed and his face a horrible colour Dear deary me
Corpus file cried my mother what a disgrace upon the house! And
9  Document9 your poor father sickl In the meantime we had no idea
bookexcerpts. tab - Browse & Reload hures what to do to help the captain nor any other thought but
10 Document 10 that he had got his death-hurt in the scuffle with the
Corpus info Iry stranger | got the rum to be sure and tried to put it down
‘ £ 140 4 - 11 Document 11 his throat but his teeth were tightly shut and his jaws as
e ocuments. strong as iron It was a happy relief for us when the door
12 Document 12 opened and Doctor Livesey came in on his visit to my
A I o) (s father Oh doctor we cried what shall we do? Where is he
category 13 Document 13 wounded? Wounded? A fiddle-stick’s end! said the doctor
Mo more wounded than you or | The man has had a stroke
tens & Tags 4 |Document 14 as | wamned him Now Mrs Hawkins just you run upstairs to
your husband and tell him if possible nothing about it For
15 | Document 15 my part | must do my best to save this fellow’s trebly
SR (s pocomentts v worless e, Jim you go me 3 basn When | gl back
* Word Cloud - O X
Info
L 0 words in a topic
File Options  Help 140 documents with 100 words
Cloud preferences
EA Color words
words tit: ] no without et sudden
pornaps look heard"Oupd ever
[ Regenerate word doud | lon house room
@ anone MMt hEald wegt come first shall ==
eople
Wiords & weights mmg tellp
Word Cloud 5 ast tWo great could mUSt face day gave
Carpus Weight Waord A I ttl weII say
ﬁc 246 said "‘""5" |°°kgd kn | e I k ne mg,'.‘eevery
3 437 one as Sal 90t noting
hands ti S€e made
Preprocess Tet 0 lile o wipontime ne go may v
Iings thin
= nsﬂ' 9° ohcame would hand o2,
273 could “ 'gE seemedSaw way g
264 would * put it good DAck began sometning
e Transformation 252 time take thoughtquite white slang
Total tokens: 13541 228 know ==t
el 0 e [JRemove accents ~ [] Parse himl 207 s
Tokerization 207 man
184 came v
O Word &Punctuation
O Whitespace Save Image -
() Sentence
® Regexp pattern: [y+
O Tweet
Filtering
[ stopwords Engicsh ~| | fnone) - @
[ Lexicon {none) - e
ClReger [LLEe J
[ Document frequency
[7] Most frequent tokens
Report
Commit Automatically v

1.3. Example 3
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CHAPTER 2

NY Times

€

Loads data from the New York Times’ Article Search API.

2.1 Signals

Inputs:

* (None)
Outputs:

¢ Corpus

A Corpus instance.

2.2 Description

NYTimes widget loads data from New York Times’ Article Search API. You can query NYTimes articles from
September 18, 1851 to today, but the API limit is set to allow retrieving only a 1000 documents per query. Define
which features to use for text mining, Headline and Abstract being selected by default.

To use the widget, you must enter your own API key.

1. To begin your query, insert NY Times’ Article Search API key. The key is securely saved in your system keyring
service (like Credential Vault, Keychain, KWallet, etc.) and won’t be deleted when clearing widget settings.

2. Set query parameters:

* Query

* Query time frame. The widget allows querying articles from September 18, 1851 onwards. Default is
set to 1 year back from the current date.

3. Define which features to include as text features.
4. Information on the output.

5. Produce report.



https://developer.nytimes.com/
https://developer.nytimes.com/signup
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& MY Times (4%, ET4: 0. ? >
Article API Key (1]
Query (2]
slovenia w

From: | 2015-10-11 s | To: | 2016-10-10

Text includes €)
Headline ] urL

Abstract [ ] Locations

|:| snippet |:| Persons

[ ] Lead Paragraph [ ] Organizations
[ ] subject Keywords [_] Creative Works

Output 4]
Artides: 20/410
Report (5] Stop 6]
B New York Times APl key ? *
Key: || |
I oK I
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6. Run or stop the query.

2.3 Example

NYTimes is a data retrieving widget, similar to Twitter and Wikipedia. As it can retrieve geolocations, that is geo-
graphical locations the article mentions, it is great in combination with GeoMap widget.

B Corpus Viewer - O x

o RegExp Filter: |

Documents: 110

Pr False 1 SecrecyReignsasUMN.Se. ™| Soction: World

titled = Tokens:
@ unitled ST;DE:? n?f 2 Slovenians Deliver Major Headline: Secrecy Reigns as U.N. Seeks a New Secretary General
File Edit View Widget Options Help POS tagged: False I —— Abstract: United Nations Security Council straw pol for next secretary general results in former
N~gram range: 1-1 € Latest Austria, Slove.. Portuguese Prime Min Antonio Guterres and former Slovenian Pres Danilo Turk
Matching: 110/110 & Melania Trump: From Sm. receiving most votes, with Bulgarian diplomat Irina Bakova coming in at strong third;
) proceedings are characterized by secrecy and lack of transparency. for which
Search features 5 1941 ltaly Annexes Area o.. organization has long been criticized: final choice is ultimately likely to be made by
United States or Russia, each of which can veto any candidate.
& |Tourand Hatel News: Bili... Snippet: Diplomats emerged from the nearly twe-hour voting session with lips sealed about
7 Slovenia Builds Border Fe whom they had given a thumb's up or thumb's down to.
Lead Diplomats emerged fram the nearly two-hour vating session with lips sealed about
& Slovenia Deploys Troopst. Paragraph: wham they had given a thumb's up or thumb's down to.
9 Austria and Slovenia Trad... Subject Elections, Diplomatic Senice, Embassies and Consulates, United States International
Keywords: Relations
10 Balkans Reel as Number o... URL: http:/fwww. nytimes. com/2016/07/22/worl d-nat stary-
€ NYTimes 7 X Geolap 11 Balkan Nations Shut Dow... generel html
Display features 1 i lovenia_ Portugal, Bulgaria, Russia
I Article APL Key | O GeoMap - =] “ 3an Ki-maon, Guterres, Antonio, Turk, Danilo, Lykketoft, Mogens
Query
Region atiribute: @ Locations ~ | Map type: [Europe -
[ slovenia ~]

From: | 2015-10-11 ~ | To: | 2016-10-10 ~

Textincudes 0:00
Headline Our

Abstract [ Locations

] snippet [ Persons

[ Lead Paragraph (] Organizations
[ Subject Keywords [] Creative Works

Output.
Articles: 110/410

Report I Search

First, let’s query NYTimes for all articles on Slovenia. We can retrieve the articles found and view the results in Corpus
Viewer. The widget displays all the retrieved features, but includes on selected features as text mining features.

Now, let’s inspect the distribution of geolocations from the articles mentioning Slovenia. We can do this with GeoMap.
Unsuprisignly, Croatia and Hungary appear the most often in articles on Slovenia (discounting Slovenia itself), with
the rest of Europe being mentioned very often as well.

2.3. Example 7
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CHAPTER 3

Twitter

Fetching data from The Twitter Search API.

3.1 Signals

Inputs:

e (None)
Outputs:

e Corpus

A Corpus instance.

3.2 Description

Twitter widget enables querying tweets through Twitter API. You can query by content, author or both and accum-
mulate results should you wish to create a larger data set. The widget only supports REST API and allows queries for
up to two weeks back.

1. To begin your queries, insert Twitter key and secret. They are securely saved in your system keyring service
(like Credential Vault, Keychain, KWallet, etc.) and won’t be deleted when clearing widget settings. You must
first create a Twitter app to get API keys.

2. Set query parameters:
* Query word list: list desired queries, one per line. Queries are automatically joined by OR.

* Search by: specify whether you want to search by content, author or both. If searching by author, you
must enter proper Twitter handle (without @) in the query list.

* Allow retweets: if ‘Allow retweets’ is checked, retweeted tweets will also appear on the output. This
might duplicate some results.

* Date: set the query time frame. Twitter only allows retrieving tweets from up to two weeks back.

» Language: set the language of retrieved tweets. Any will retrieve tweets in any language.



https://dev.twitter.com/rest/public/search
https://apps.twitter.com/
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W Twitter ? X

Twitter API Key (1]
QJuery (2]

Mulfinle fnes are aufomabicaly foined with OR.

Query word list:

Search by: Content -
Allow
retweets: D
Date: since | 2016-09-30 (= until 2016-10-10 %
Language: Any -
Max tweets; 100 =
Accumulate
results: [
Text indudes (3]
Content [ ] Author Description

Info 4]
Tweets on output: 0

Repart (5] Search (6]

| Twitter AP Credentials 7 ot
Key: || |
Secret: | |
I OK I
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* Max tweets: set the top limit of retrieved tweets. If box is not ticked, no upper bound will be set -
widget will retrieve all available tweets.

* Accumulate results: if ‘Accumulate results’ is ticked, widget will append new queries to the previous
ones. Enter new queries, run Search and new results will be appended to the previous ones.

3. Define which features to include as text features.
4. Information on the number of tweets on the output.
5. Produce report.

6. Run query.

3.3 Examples

First, let’s try a simple query. We will search for tweets containing either ‘data mining’ or ‘machine learning’ in the
content and allow retweets. We will further limit our search to only a 100 tweets in English.

= Word Cloud — o X
Info
0 words in a topic
100 documents with 432 words rewsycombinstor
samenstatng
@ untitled Cloud preferences RO GIMMVILICA DK pining @grestrernman
biue [adam ; @adaptcentre googis ) o
coor s g SO GO st e 2 9 7
- T=EE I o avent e S0 poaching @harvardmed table vasafsnar #hasesi
security  uganda made 6645 today Sheslthears bigdatame
puncasnis @nvooe . -
E [ e oy s @m9|0n|EUIyl%;§?g;‘; o
sl Tiss recening - n base . .
- q ~data-analytic nged st
& - Wegh Wor * = thinking Science via @xdnuggets™
v ==z 1 event dr chat H H article .
C Vi r=s :
;Iﬁ orpus Viewer = 1 wite masterlng #I l IaChlneIe_a rnlng pytthmD post
BIx givepage | bot # I d relate
o Twiter #u Word Cloud 1 @pawcon get # al ea_rn I ng L Og career could
a 1 prevent . learn i tw " mt data rt 7 :s al #iot "0 front -deep e
3 ] o e » predict KNOW machine photo actions
reprocess Te: : s
& " 1 music analyticspjeura | - . read - _MIUCH™ ™ ™
SIeE . = ¥ “iolutionize 4oneMINingbusiness ...
industry st
o s @marcusborba NEtworks #python =i =
e _ .. - f#datasciencerecognizesteps .. .
X very 1 breaking m..m;‘;ﬁ: sdupport?rsh @valaafshar $ @a‘:_lnc‘!ul{?e e mern
prenp— 1 Seplusplus i e tamaramenteary @analyticbridge "9 T v sy
machine learning 1 @newsycombinatar momaton  @ronald_vanloon may  #cognitivecomputing sgortame "
Query word list: 1 #picod @senteneytes Ssoftwareenginesring | investing - #oustnes
1 whiteboard o iilawﬂzk'v\sv: MO orstart T
Search by: Content - 1 quickstart v
Il [
rAet(:r:uEeﬁs: Save Image
Date: snce  [2016-09-30 [2] untl  [2016-10-10 [£]
Language: English -
Max tweets: [100 =]

Accumulate
results: ]

Textindudes
Content [ Auther Description
Info

Tweets on output: 100

Report Search

First, we’re checking the output in Corpus Viewer to get the initial idea about our results. Then we’re preprocessing
the tweets with lowercase, url removal, tweet tokenizer and removal of stopword and punctuation. The best way to see
the results is with Word Cloud. This will display the most popular words in field of data mining and machine learning
in the past two weeks.

Our next example is a bit more complex. We’re querying tweets from Hillary Clinton and Donald Trump from the
presidential campaign 2016.

3.3. Examples 11
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Info

0words in a topic
272 documents with 1285 words

pubsc ssave nstons govermor

Cloud preferences

o ponca’s VST NONOT  #amercanrst ancoresa cistse
[ color words eosnate batsy ” movement "/ o To
st Bi0N, 2 e Hbiggle@guetruth oy
i | e oo house o man g .".g huricane SN urs
00 pg  chip white millions imagine 2t coming tocsy
[ Regenerate word doud | federal " next - never g

things i badfamil strong
e together tax gs americans ba famllynight oove T

“ivignignt Plan america ~people g wering -
e wa o e work@realdonaldtrump et e
L J #“ 70 trumy may need H H « 1 care doesn't

: F) e mion clinton ~ like mike thahkoack.. "

40 #vpdebate

Twitter Preprocess Text é Select Columns - 39 pence poll Wamkaine #vpdebate evererpn';inal‘
i 5 iy wdefend great trumpdonaldsure ive «
Bag of Words Ve 30 mike ot families_ JoIn pence make vote dipaga

Test& Score 28 make

2 dra =nes president hillary's qepate ime

paying = can'tgood=

Logistic Regression 22 @realdonaldtrump thanks getlg: Pald @tim kalne Womenknow couldn't

20 nreat wonts t eVveryone believe "™ >
Twitter APLKey 4 Test& Score - 0o X |5 ves right axes pay voting Pring
makes [ i i 1l
Query Sampling Evaluation Resdts e amap a.mrr?arrlFan goINg support gy, desades «Euw:ge
o
Hilary Clintor — s bocomss. WOmMan ;o GNid opamecs
ety Q) Te=riim Method AUC CA F1 Precsion  Recall . petier mevada © - C L GInos T
reaDonaldTrump Number of fods: [0 = 5 #makeamericagreatagain g tORIGt's tsing
Query word st Logistic Regression 0763 0820  0.682 0887 0567 coonss grs Supporters  CVUMES pupnn
Stratfed oo osut-ancn

O Random sampling

Searchby: Author A Repeattrainftest: |10
Allow — L tsize: | 66% ¥
Hlow O raining set size:

stratified
Date: since | 2016-09-30 [3| untl 2016-10-10 [+ =

) Leave one out
Language: Engish O Test on train data

O Test on test data

o e

Maxtweets: [ 100
Acumiate [

results Target Class

(Average over desses)  +
Textincludes
Content [ Author Description Report

Info
Tweets on output: 272

Report. Search

Then we’ve used Preprocess Text to get suitable tokens on our output. We’ve connected Preprocess Text to Bag of
Words in order to create a table with words as features and their counts as values. A quick check in Word Cloud gives
us an idea about the results.

Now we would like to predict the author of the tweet. With Select Columns we’re setting ‘Author’ as our target
variable. Then we connect Select Columns to Test & Score. We’ll be using Logistic Regression as our learner,
which we also connect to Test & Score.

We can observe the results of our author predictions directly in the widget. AUC score is quite ok. Seems like we can
to some extent predict who is the author of the tweet based on the tweet content.

12 Chapter 3. Twitter



CHAPTER 4

Wikipedia

Fetching data from MediaWiki RESTful web service API.

4.1 Signals

Inputs:

* (None)
Outputs:

¢ Corpus

A Corpus instance.

4.2 Description
Wikipedia widget is used to retrieve texts from Wikipedia API and it is useful mostly for teaching and demonstration.

1. Query parameters:
* Query word list, where each query is listed in a new line.
» Language of the query. English is set by default.

¢ Number of articles to retrieve per query (range 1-25). Please note that querying is done recursively
and that disambiguations are also retrieved, sometimes resulting in a larger number of queries than set
on the slider.

2. Select which features to include as text features.
3. Information on the output.
4. Produce a report.

5. Run query.

13
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* Wikiped

Query

Language:

Text indudes

Title
Content

Info

ia

Query word list:

Articles per query:

Articles count 20

Repaort

? et
L1
Slovenia
Germany
English -

Summary
LUrl

& Search (5]

14
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4.3 Example

This is a simple example, where we use Wikipedia and retrieve the articles on ‘Slovenia’ and ‘Germany’. Then we
simply apply default preprocessing with Preprocess Text and observe the most frequent words in those articles with
Word Cloud.

585 ;nfu'

e - 0 wordsin a topic E -
" #na = 20 documents with 8232 words especially caniola sports summer
- slovenss  2ceording area popular roman Minister

s school ;. =0

28

Joud prefes society percent fi per e d 1835

. Wikipedia Preprocess Text 'Word Cloud| SR EEE social south 97U hist ecoﬁgf-ﬁic p_olltlcal regien fgl?b;:'?ﬂg gonoral

o [ color words sptemer system Istory berlin reich number established climate worc

" st territory ia thi )

3 gl ™ iy, 1e3gtelations 2T0E St BECAME rogions g 2 o
p 2006

- Wikipedi R = | s slovenian incudeiews .,......

11 |Ir:cludmg foqtba" ‘women1 two populaetioLny

Query TR wud ranublic NAZI 1 oo

known S since official
Slovenia Weight Word A = final é?g%réeg 000 Wor!qﬂna_tlona art 5 years

.4
E Germany - a men P took
& 264 germany membershitler Slover“a fil'St west IWe" 50
e people a7
138 german party S|ovene erman 3 uni
E Query word list: 334 slovenia areasforei ﬁm,m head ggemr'! HEVaHEh tycou nt a"rlg::ﬁg
s 221 world north 9 a|SO ealM federal ~ m
® 156 war 2r: among CUP 02Walhew: one year century

143 eurapesn s government €U0 p%g N east military resime

o - f rope made 1335
140 ntiona westem = o italy UNTON SUrope central
tusan 2003 PETICH time |, ¢ poland  pouers
# 133 t music Power - . man ghest p
Language: Engich - eem aled s ormans . ANT@INAtIONAl ~ Cointries rater ™ sty roma
X ) 132 women socamt 9eMan® three led edugation |l gaas homs s
Articles per query: 1 10 ! o university 1uBliana s
126 hitler mportsnt germanic  language children ~ crmpire ™ cspital
Textindudes 121 country meos  championship o.n. . development ~ Mations
v
[ Title [1 summary
Content url Save Image
Info
Avtices count 20
Report Search

Wikipedia works just like any other corpus widget (NY Times, Twitter) and can be used accordingly.

4.3. Example 15
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CHAPTER 5

Pubmed

Fetch data from PubMed journals.

5.1 Signals

Inputs:

* (None)
Outputs:

¢ Corpus

A Corpus instance.

5.2 Description

PubMed comprises more than 26 million citations for biomedical literature from MEDLINE, life science journals,
and online books. The widget allows you to query and retrieve these entries. You can use regular search or construct
advanced queries.

1. Enter a valid e-mail to retrieve queries.

2. Regular search:
* Author: queries entries from a specific author. Leave empty to query by all authors.
* From: define the time frame of publication.
* Query: enter the query.

Advanced search: enables you to construct complex queries. See PubMed’s website to learn how to construct
such queries. You can also copy-paste constructed queries from the website.

3. Find records finds available data from PubMed matching the query. Number of records found will be displayed
above the button.

4. Define the output. All checked features will be on the output of the widget.

17
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¥ Pubmed 7 pd
Email: | mail @mail.com 1 IR

Regular search Advanced search e
Author:

From: | 1800-01-01 ~ |to: [ 2016-10-07

Query: | orchid s

Mumber of retrievable records for this search query: 1482

Find records €)
Text indudes 4]
Authors
Article title
Mesh headings
Abstract
URL
Retrieve | 1000 + | records from 1482,
Retrieve records (5]

Mumber of records retrieved: 1000

18 Chapter 5. Pubmed
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5. Set the number of record you wish to retrieve. Press Retrieve records to get results of your query on the output.
Below the button is an information on the number of records on the output.

5.3 Example

PubMed can be used just like any other data widget. In this example we’ve queried the database for records on
orchids. We retrieved 1000 records and kept only ‘abstract’ in our meta features to limit the construction of tokens
only to this feature.

= Word Cloud — [m] x
- Info

0 words in a topic ) )

speelfisty vitro  pollinated functional single
1000 documents with 15144 words collected increased shemical

conditions region | potment o

length involved effects structure  acid t’“ g iton
Cloud preferences terrestrial #feSt ooy ) : et =mHe? research interactions
regions  level: orchidaceae known  gepgrobium system likely

s
conservation evidence zccociated

[ Color words indivin s evolutional
individuals Y ces observed

compounds “*"°®" early

@ unt
_{:.' = . i = ithough
LE v 2 = worss e [ " s sequences 1SOItION "o o o five germmatmn varlatlun maie
I Regenerate word doud ] mmpam, important polllnator"‘"th'” meth e
o Pubmed Preprocess Text ‘Word Cloud
e — investigated related dlver5| cg|| conclusions
opulati
it : seets @Xpression POP gng SPecific 1o,
~
we\g:tm Word numberfungalone geneS d data selection
o @ Pubmec S % species tosi whether uit
. e = used also twoStu ypolllnatlon )
e -1 o i am Dased plants orchidfioral nowever"
@ Ajjzrul\arsearm Advanced search 554 two bees y SQQCIGS SI gfound first e
: 550 results key - high four non
o eudiowersplantorchids gh o
R — gmwmf.el;howed fungi resg(l)tsh %kaf‘;gllgi ollen
492 floral ower m
Mumber of retrievable records for this search query: 1482 472 plant pruteln genetlc y amon Identlfledpotentlal
[ Find records a Zm suggest populatlon dlfferent 9 revealeq deceptive
o : higher evolution development Pollinators™ieers .,
extincludes 436 mycorthizal bee N d sequence o™ ramiy
s total D2CKOrOUNd flowering phylogenetic  significant pag
[ Authors 403 populations range patterns provide
males Phalaenopsis range analyses significantly aroups
[] Artice title 397 using presence Small MArkers aroup  gistribution highly several 1@ clzde
[[1 Mesh headings . success changes  large production  Tactors ormation T
379 fungi respectively habitst morphological MO9¢! ndueed
B4 Abstract 378 gene v " Y Invesp 9 developed associations.
Clur gen fungus sexual
Save Image
Retrieve records from 1482,
Retrieve records
Mumber of records retrieved: 1000

We used Preprocess Text to remove stopword and words shorter than 3 characters (regexp \b\w {1, 2} \b). This will
perhaps get rid of some important words denoting chemicals, so we need to be careful with what we filter out. For the
sake of quick inspection we only retained longer words, which are displayed by frequency in Word Cloud.

5.3. Example 19
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CHAPTER 6

Corpus Viewer

Displays corpus content.

6.1 Signals

Inputs:
* Data
Data instance.
Outputs:
¢ Corpus

A Corpus instance.

6.2 Description

Corpus Viewer is primarily meant for viewing text files (instances of Corpus), but it can also display other data files
from File widget. Corpus Viewer will always output an instance of corpus. If RegExp filtering is used, the widget
will output only matching documents.

1. Information:
e Documents: number of documents on the input

* Preprocessed: if preprocessor is used, the result is True, else False. Reports also on the number of
tokens and types (unique tokens).

* POS tagged: if POS tags are on the input, the result is True, else False.
* N-grams range: if N-grams are set in Preprocess Text, results are reported, default is 1-1 (one-grams).

e Matching: number of documents matching the RegExp Filter. All documents are output by default.

21
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& Corpus Viewer — O *
Q

T @ RegExp Filter: ||
Documents: 140 N
Preprocessed: False 1 Document 1 . category: children

=Tokens: nfa ) )

- Types: na’; 2 Document 2 text: the house Jim says he rum ; and as he spoke he reeled a little and
PO;; i d: Fal caught himself with one hand against the wall Are you hurt? cried |

gged: False 3 Document3 Rum he repeated | must get away fram here Rum! Rum! | ran to fetch

R it but | was quite unsteadied by all that had fallen out and | broke one

Matching: 140/140 4 Decument 4 glass and fouled the tap and while | was still getting in my own way |
heard a loud fall in the parlour and running in beheld the captain lying
A @5 Document5 full length upon the floor At the same instant my mother alarmed by
categor the cries and fighting came running downstairs to help me Between
5 | tmg ! & | Documentb us we raised his head He was breathing very loud and hard but his

eyes were closed and his face a horrible colour Dear deary me cried
my mother what a disgrace upon the house! And your poor father

sick! In the meantime we had no idea what to do to help the captain
nor any other thought but that he had got his death-hurt in the scuffle

7 Decument7

8  Document &

9  Document 9 with the stranger | got the rum to be sure and tried to put it down his
e Py throat but his tegth were tightly shut and his jaws as strong as iron It
10 Document 10 was a happy relief for us when the door opened and Doctor Livesey
category came in on his visit to my father Oh doctor we cried what shall we
text 11 Document 11 do? Where is he wounded? Wounded? A fiddle-stick's end! said the
doctor No more wounded than you or | The man has had a stroke as |
12 Document 12 wamed him Now Mrs Hawkins just you run upstairs to your husband
and tell him if possible nothing about it For my part | must do my best
13 Decument 13 to save this fellow's trebly worthless life; Jim you get me a basin

When | got back with the basin the doctor had already ripped up the
captain's sleeve and exposed his great sinewy arm It was tattooed in
several places Here's luck A fair wind and Billy Bones his fancy were

very neatly and clearly executed on the forearm: and up near the

Auto send is on w ln Lac v shoulder there was a sketch of a gallows and a man hanging from it-- ¥

Show Tokens & Tags 14 Document 14

(1) 15 Decument 13

2. RegExp Filter: Python regular expression for filtering documents. By default no documents are filtered (entire
corpus is on the output).

Search Features: features by which the RegExp Filter is filtering. Use Ctrl (Cmd) to select multiple features.
Display Features: features that are displayed in the viewer. Use Ctrl (Cmd) to select multiple features.

Show Tokens & Tags: if tokens and POS tag are present on the input, you can check this box to display them.

S

If Auto commit is on, changes are communicated automatically. Alternatively press Commit.

6.3 Example

Corpus Viewer can be used for displaying all or some documents in corpus. In this example, we will first load
bookexcerpts.tab, that already comes with the add-on, into Corpus widget. Then we will preprocess the text into
words, filter out the stopwords, create bi-grams and add POS tags (more on preprocessing in Preprocess Text). Now
we want to see the results of preprocessing. In Corpus Viewer we can see, how many unique tokens we got and
what they are (tick Show Tokens & Tags). Since we used also POS tagger to show part-of-speech labels, they will be
displayed alongside tokens underneath the text.

Now we will filter out just the documents talking about a character Bill. We use regular expression \bBill\b to find the
documents containing only the word Bill. You can output matching or non-matching documents, view them in another
Corpus Viewer or further analyse them.
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B Corpus Viewer - O X
El Ia ok RegExp Fiter: [\l
Documents ;‘“ 1 | ocamerta the moaonlight head and shoulders and addressed the blind beggar on the road below A
(ermesi s him Pew he cried theyve been before us Someane’s tumed the chest out alow and
Corpus Corpus Viewer R S 2 Document5 aloft Is it there? roared Pew The money’s there The blind man cursed the money
* Types: 10681 Flint's fist | mean he cried We don't see it here nohow retumed the man Here you
POS tagged: True 3 Document6 below there is it on Bill? cried the blind man again At that anather fellow probably
#“, N-grams range: 1-2 him who had remained below to search the captain's body came to the door of the
Matching: 13/140 4 Document 31 inn Bill's been overhauled a'ready said he: nothin' left It's these people of the inn-it's
Preprocess Tert that boy | wish | had put his eyes out! cried the blind man Pew There were no time
Search features 5 Document 32 ago-they had the door bolted when | tried it Scatter lads and find 'em Sure enough
Do they left their glim here said the fellow from the window Scatter and find ‘em! Rout
category 6 Document 33 the house outl reiterated Pew striking with his stick upon the road
7 Decument 34 Tokens &  ampty 1) |chest_JIS | next_JJ| opened_JJ door NN fullJJ | retreat_NN
Document count: 140 Transformation Tags:
Total tokens: 60578 i i
o 8 Document 35 started VBD | moment NN soon RB| fog RS/ rapidly RB| dispersing VBG
P e Lowercase [ Remove accents
9 Document36 already RB| moon_RB| shone JJ| | quite RB/||clear | |high JJ||ground NN
=i by 10 Document 37 either_DT| | side_NN || exact_JJ | [battom_NN| | dell NN/ | round_NM | |tavern_JJ
category
(O Word & Punctuation B text 11 Decument 3% door_NN | thin_JJ| veil_NN || still_RB | |hung_VBZ | unbroken_JJ | conceal NN
O Whitespace 12 Dacument 29 first_JJ| steps_NNS| escape VBP| |far RB)| |less_JJR| half )| way NN
i hamlet_NN| Tittle_JJ beyond_IN| | bottom N/ [hill_NN| [ must_MD vB
amle ttle eyon ottom i mus come
@® Regexp Pattern: [+ 18 | Dacument 40 = = yone. = = = =
’ forth_NN| | moonlight_VBN | sound_JJ| several_JJ| footsteps_NNS
O Tweet Show Tokens & Tags.
running_VBG | came_VBD | already RB| ears_VBZ| looked_VBD back_RP
Auto send is on direction NN | light NN tossing VBG fro_NN| still RB| rapidly RB v
Filtering =
Stopwords English ~  {none) - -]
[ Lexicon (none) A e
[] Regexp
] pocument frequency
[ Most frequent tokens | 100 =
N-grams Range (b
Range: 1 ] [2 =
POS Tagger (0)
(®) Averaged Perceptron Tagger
() Treebank POS Tagger (MaxEnt)
Report
Stanford POS Tagger (none) - Model Tagger
Commit Automatically
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CHAPTER 7

Preprocess Text

Preprocesses corpus with selected methods.

7.1 Signals

Inputs:
¢ Corpus
Corpus instance.
Outputs:
¢ Corpus

Preprocessed corpus.

7.2 Description

Preprocess Text splits your text into smaller units (tokens), filters them, runs normalization (stemming, lemmatiza-
tion), creates n-grams and tags tokens with part-of-speech labels. Steps in the analysis are applied sequentially and
can be turned on or off.

1. Information on preprocessed data. Document count reports on the number of documents on the input. Total
tokens counts all the tokens in corpus. Unique tokens excludes duplicate tokens and reports only on unique
tokens in the corpus.

2. Transformation transforms input data. It applies lowercase transformation by default.
* Lowercase will turn all text to lowercase.
* Remove accents will remove all diacritics/accents in text. naive — naive
* Parse htinl will detect html tags and parse out text only. <a href...>Some text</a> — Some text

* Remove urls will remove urls from text. This is a http://orange.biolab.si/ url. — This is a url.
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&% Preprocess Text

Info (1
Document count: 140 Transformation €
Total tokens: 64555

Unique tokens: 7392 Lowercase

Tokenization o

() word & Punctuation
() Whitespace

() sentence

(® Regexp

O Tweet

Mormalization €

@ Porter Stemmer
() Snowball Stemmer

() wordMet Lemmatizer
Filtering 5]

Stopwords

[ Lexicon

[ Regexp

N-grams Range @
Range:

POS Tagger o

Report [5]
Stanford POS Tagger

Commit Automatically (9]

[] Document frequency |I.‘.I.IJCI

[] Most frequent tokens | 100

@ Averaged Perceptron Tagger
() Treebank POS Tagger (MaxEnt)

- O x
[] remove accents [ Parse html ] remove urls
Language: | english -
* | | {none) - s
(none) - e
=z :
- Model Tagger
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3. Tokenization is the method of breaking the text into smaller components (words, sentences, bigrams).

* Word & Punctuation will split the text by words and keep punctuation symbols. This example.
— (This), (example), (.)

o Whitespace will split the text by whitespace only. This example. — (This), (example.)

 Sentence will split the text by fullstop, retaining only full sentences. This example. Another ex-
ample. — (This example.), (Another example.)

* Regexp will split the text by provided regex. It splits by words only by default (omits punctuation).

e Tweet will split the text by pre-trained Twitter model, which keeps hashtags, emoticons and other special symbol
This example. :-) #simple — (This), (example), (.), (:-)), (#simple)

4. Normalization applies stemming and lemmatization to words. (I’ve always loved cats. — I have alway love cat.) For langu

¢ Porter Stemmer applies the original Porter stemmer.

* Snowball Stemmer applies an improved version of Porter stemmer (Porter2). Set the language for
normalization, default is English.

* WordNet Lemmatizer applies a networks of cognitive synonyms to tokens based on a large lexical
database of English.

5. Filtering removes or keeps a selection of words.

* Stopwords removes stopwords from text (e.g. removes ‘and’, ‘or’, ‘in’...). Select the language to filter
by, English is set as default. You can also load your own list of stopwords provided in a simple *.txt
file with one stopword per line.

4]

Stopwords | Mone * | |\ my_stopwords. txt -

Click ‘browse’ icon to select the file containing stopwords. If the file was properly loaded, its name
will be displayed next to pre-loaded stopwords. Change ‘English’ to ‘None’ if you wish to filter out
only the provided stopwords. Click ‘reload’ icon to reload the list of stopwords.

* Lexicon keeps only words provided in the file. Load a *.txt file with one word per line to use as
lexicon. Click ‘reload’ icon to reload the lexicon.

* Regexp removes words that match the regular expression. Default is set to remove punctuation.

* Document frequency keeps tokens that appear in not less than and not more than the specified number
/ percentage of documents. If you provide integers as parameters, it keeps only tokens that appear
in the specified number of documents. E.g. DF = (3, 5) keeps only tokens that appear in 3 or more
and 5 or less documents. If you provide floats as parameters, it keeps only tokens that appear in the
specified percentage of documents. E.g. DF = (0.3, 0.5) keeps only tokens that appear in 30% to 50%
of documents. Default returns all tokens.

* Most frequent tokens keeps only the specified number of most frequent tokens. Default is a 100 most
frequent tokens.

6. N-grams Range creates n-grams from tokens. Numbers specify the range of n-grams. Default returns one-
grams and two-grams.

7. POS Tagger runs part-of-speech tagging on tokens.
» Averaged Perceptron Tagger runs POS tagging with Matthew Honnibal’s averaged perceptron tagger.

e Treebank POS Tagger (MaxEnt) runs POS tagging with a trained Penn Treebank model.
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» Stanford POS Tagger runs a log-linear part-of-speech tagger designed by Toutanova et al. Please
download it from the provided website and load it in Orange.

8. Produce a report.

9. If Commit Automatically is on, changes are communicated automatically. Alternatively press Commit.

Note: Preprocess Text applies preprocessing steps in the order they are listed. This means it will first transform the
text, then apply tokenization, POS tags, normalization, filtering and finally constructs n-grams based on given tokens.
This is especially important for WordNet Lemmatizer since it requires POS tags for proper normalization.

7.3 Useful Regular Expressions

Here are some useful regular expressions for quick filtering:

\bword\b matches exact word

\w+ matches only words, no punctuation

\b (B|b) \w+\b | matches words beginning with the letter b
\w{4,} matches words that are longer than 4 characters
\b\w+ (Y|y) \b | matches words ending with the letter y

7.4 Examples

In the first example we will observe the effects of preprocessing on our text. We are working with bookexcerpts.tab that
we’ve loaded with Corpus widget. We have connected Preprocess Text to Corpus and retained default preprocessing
methods (lowercase, per-word tokenization and stopword removal). The only additional parameter we’ve added as
outputting only the first 100 most frequent tokens. Then we connected Preprocess Text with Word Cloud to observe
words that are the most frequent in our text. Play around with different parameters, to see how they transform the
output.

The second example is slightly more complex. We first acquired our data with Twitter widget. We quired the internet
for tweets from users @HillaryClinton and @realDonaldTrump and got their tweets from the past two weeks, 242 in
total.

In Preprocess Text there’s Tweet tokenization available, which retains hashtags, emojis, mentions and so on. However,
this tokenizer doesn’t get rid of punctuation, thus we expanded the Regexp filtering with symbols that we wanted to
get rid of. We ended up with word-only tokens, which we displayed in Word Cloud. Then we created a schema for
predicting author based on tweet content, which is explained in more details in the documentation for Twitter widget.
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ord Cloud — [m] X
Info

0 words in a topic
@ untitled R 140 documents ith 100 words
Cloud preferences
Calor words
wiords ti: []] no

[ Regenerate word doud |

suddenly  yet enough
hands shallquite ever _nething

N
@ A&

Words & weights. " found
Corpus Preprocess Tt . igne MMt heard first still J!f?’fmm
‘ Weight Word @ \oino head 19N9 wentUPON o
andlier" heyes we“way uay yes
B o Preprocess Text - o x made O fac room set
’ o "’,‘;';tP“P'e could |Ikemust asked ..,
% Document count: 140 Transformation stood go tell one came looked save
Gy (== wagirl back timMe now [uch mny
Lowercase [ Remove accents [ Parse html [ Remove urls put get SAW g I ttl find See e say nd
: thing
® Tokerization . seemed . 11 uld great away winou
— moment pouse old WOU i
O werd & Punctuston 199 pegan Never come think someming
p-g wihite thnughttWU Jet Qotgnmg =nything
Q) Whitespace perhaps  ake wered
O sentence
£, ® Regexp Patterm: e
O Tweet
Fitering
[ stopwords English v (none) -
[ Lexicon {none) -
O Regexp [\LL:bre |
[] Document frequency |0,
Most fraquent tokens
Report
Commit Automatically
- O x
~
- o x
th 1162 words
v Py Word Cloud
s
s nows  massive amazing climate
Twiter Bag of Words tamac place used ever Wigher sy democrats aican  @nheusa_ine
ﬁ“ m n things clean needs republicans  election fUMP'S  thing nons save
a senerate ward doud s e ot poxt @realdonaldtrump .o oo
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nfo waiy florida PACK @potus dongld wou |d join m:‘ﬂy“’;::

Doaument count: 242 ey 1ooks life gould

e " americaone pl’esI(Z'lel‘ltgreatneve'--m"ight

Unique tokens: 1162

Lowercase [J Remove accents [ Parse himi Remove urls NS putin oW omenll‘nkﬁt don't serve
T o 12K o chow
Tokenization hes |, HMaga together people fix , student 1°° o ey

e S5 hillary's #americafirst miarytipioyou -
© Word &Punctuation ooz Want night #nbenewsforum good P m’m united

media rally
O Whitespace community campalgqou"dﬁe‘}g,?w penﬁace;:orsea generals says
O sentence atending sicsdiness | - hear reviews
regisersd 0" supporters  ways  #labordsy

O Regexp Pattern: [\w+

©® Tuest

#makeamericagreatagain

Fitering

Stopwords Engish v | | (one) - L

[ rexicon (none) - -]

Regexp

[ Document frequency

O Mostfequent s

(Ll I PRI =TTV ]

Report

Commit Automatically
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CHAPTER 8

Bag of Words

Generates a bag of words from the input corpus.

8.1 Signals

Inputs:
¢ Corpus
Corpus instance.
Outputs:
e Corpus

Corpus with bag of words.

8.2 Description

Bag of Words model creates a corpus with word counts for each data instance (document). The count can be either
absolute, binary (contains or does not contain) or sublinear (logarithm of the term frequency). Bag of words model is
required in combination with Word Enrichment and could be used for predictive modelling.

1. Parameters for bag of words model:
¢ Term Frequency:
— Count: number of occurences of a word in a document
— Binary: word appears or does not appear in the document
— Sublinear: logarithm of term frequency (count)
* Document Frequency:
— (None)

— IDF: inverse document frequency
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& Bag of Words ? >
Options (1]
Term Freguency: Count -
Document Frequency: | (None) -
Regularization: {(Mone) -
Report €3 Commit Automatically )

— Smooth IDF: adds one to document frequencies to prevent zero division.
* Regulariation:
— (None)
— L1 (Sum of elements): normalizes vector length to sum of elements
— L2 (Euclidean): normalizes vector length to sum of squares
2. Produce a report.

3. If Commit Automatically is on, changes are communicated automatically. Alternatively press Commit.

8.3 Example

In the first example we will simply check how the bag of words model looks like. Load bookexcerpts.tab with Corpus
widget and connect it to Bag of Words. Here we kept the defaults - a simple count of term frequencies. Check what
the Bag of Words outputs with Data Table. The final column in white represents term frequencies for each document.

In the second example we will try to predict document category. We are still using the bookexcerpts.tab data set, which
we sent through Preprocess Text with default parameters. Then we connected Preprocess Text to Bag of Words to
obtain term frequencies by which we will compute the model.

Connect Bag of Words to Test & Score for predictive modelling. Connect SVM or any other classifier to Test &
Score as well (both on the left side). Test & Score will now compute performance scores for each learner on the
input. Here we got quite impressive results with SVM. Now we can check, where the model made a mistake.

Add Confusion Matrix to Test & Score. Confusion matrix displays correctly and incorrectly classified documents.
Select Misclassified will output misclassified documents, which we can further inspect with Corpus Viewer.
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9 untitled*

File Edit View Widget Options Help

R8O

O
*

Options

& Bag of Words ?

Term Frequency:

*

o R —
Corpus Bag of Words Data Table
= Reauirzson;
M
A Commit Automatically
£ [
E 7] Data Table — m| e
I Info ~
. category text
= 140 instances hiddel [
10865 features (sparse, density True
W=
s ey B8 1 [ehildien " the house Jim s... broke=1.000, by=4.000, trebly=1.000, basin=1.000, executed=1.000, picture=1.000, se..
) o 2 _ has lived rough... golden=1.000, carried=1.000, bar=2.000, confessions=1.000, air=1.000, again=5.000, r..
1meta attribute {no missing values)
3 _ Mow boy he sai.. gathering=1.000, letter=1.000, bring=1.000, resolved=1.000, payment=1.000, peculiar...
- S 4 _ thanks to you b.. despair=1.000, thanks=1.000, fincly=1.000, swift=1.000, terrars=1.000, rogues=1.000, ..
ﬁ Show variable labels (if present) 5 _ the empty ches.. curiosity=1.000, drag=1.000, retreat=1.000, beyond=1.000, brief=1.000, cowardice=1....
S [ visualize continuous values 6 _ stood irresolute... dance=3.000, furious="1.000, such=1.000, matter=1.000, fools=1.000, nearest=1.000, p...
X Color by instance dasses 7 _ WE rode hard al... son=1.000, rascal=1.000, smoke=1.000, proud=1.000, hearty=1.000, villains=1.000, co...
Selection 8 _ same as the tatt.. entry=1.000, roll=1.000, cache=1.000, blank=1.000, rank=1.000, manned=1.000, houn...
Select full rows 9 _ IT was lengert...  transparent=1.000, housekeeper=1.000, explored=1.000, fancies=1.000, plans=1.000, ...
10 _ treasure Long J...  dream=1.000, picked=1.000, telescope=1.000, substance=1.000, unearthed=1.000, ro..
| TEma s B 1 _ We are so grate... whatever=1.000, favor=1.000, therefore=1.000, bearn=1.000, dismay=1.000, dwelt=1...
| Report 12 _ I am told saidt... loudly=1.000, frock=1.000, bread=2.000, brook=1.000, around=1.000, grieve=1.000, g...
13 _ to find the one .. watched=2.000, chin=1.000, merrily=1.000, earnestly=1.000, stalks=1.000, stop=1.000...
Send Automatically

8.3. Example
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Sampling

®) Cross validation

O Random samping

(O Leave one out
() Teston train data
O Teston test data

Target Class

(Average over dasses)

Report

MNumber of instances

Select

Select Carrect
Select Misdassified
Clear Selection
Output

Predictions
[ probabiiies

Send Automatically

Report

]C ewe - O
& Bag ?
info RegExp Filter:
Options Documents: 4 .
Term Frequency Ferd = preTpr::sse/d: Fakse 1 Document 1 category: children
« Tokens: nja
i — 2 Document2 text: thanks to you big hulking chicken-hearted men
Document Frequency: |IDF b L We'll have that chest open if we die for it And Il
POS tagged; False
S ; T 3 Document 3 thank you for that bag Mrs Crossley ta bring
S e L) FEEIETTE i back our lawful money in Of course | said |
Matching: 4/4 4 Document 4 would go with my mother and of course they all
Report Commit Automatically cried out at our foolhardiness but even then not
Search features a man would g along with us All they wauld do
B cotegory was to give me a loaded pistol lest we were
B i:(g B et attacked and to promise to have horses ready
& ) cotegory(SVM) sidld\ed i sase we were Fursuzd‘nr;hnu;ret'un:\
s Gorpus Preprocess Tex while one lad was ta ride forward ta the doctor's
e in search of armed assistance My heart was
Bag of Words * beating finely when we two set forth in the cold
S night upon this dangerous venture A full moon
was beginning to rise and peered redly through
Display featu
% Test& Score  Confusion Matrix Corpus Viewer | Dot S the upper edges of the fog and this increased
[ @ category our haste for it was plain before we came forth
@ text again that all would be as bright as day and our
] SUM B category(SVM) departure exposed to the eyes of any watchers
I R We slipped along the hedges noiseless and
- swift nor did we see or hear anything to
T — increase our terrors till to our relief the door of
= the Admiral Benbow had closed behind us |
Method AuC cA F1 Precision Recall Show Tokens 8 Tags slipped the balt at once and we staod and
Nomber of fods: |10 = | | 007 09m  0o7 1080 0os3 panted for a moment in the dark alone in the
house with the dead captain's bady Then my
Confusion Matrix - o x mother got a candle in the bar and holding each
Repeat trainftest: |10 » Leamners
Predicted
Training set size: |66 % ¥ SiL
adult  children b3
adult 70 0 ]
2 children a 66 70
£
b3 74 66 140
Show
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CHAPTER 9

Topic Modelling

o

Topic modelling with Latent Diriclet Allocation, Latent Semantic Indexing or Hierarchical Dirichlet Process.

9.1 Signals

Inputs:
¢ Corpus

Corpus instance.

Outputs:
e Data

Data with topic weights appended.
¢ Topics

Selected topics with word weights.

9.2 Description

Topic Modelling discovers abstract topics in a corpus based on clusters of words found in each document and their
respective frequency. A document typically contains multiple topics in different proportions, thus the widget also
reports on the topic weight per document.

1. Topic modelling algorithm:
e Latent Semantic Indexing
» Latent Dirichlet Allocation
* Hierarchical Dirichlet Process

2. Parameters for the algorithm. LSI and LDA accept only the number of topics modelled, with the default set to 10. HDP, h
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« Topic Modelling - O >

() Latent Semantic Indexing 1]

() Latent Dirichlet Allocation

(®) Hierarchical Dirichlet Process
Options

Topic  Topic keywords X
1 germany, terrorism, linked, belgium, spokesman, terrorist, isis, interior, ministry, saudi
germany, extremists, islamic, radical, nazi, us, japan, access, identity, mistaken
germany, observation, due, single, might, shot, mr, started, friend, american
Er e G germany, thwarting, operations, interior, saudi, belgium, terrorism, ministry, isis, spokesman

Second level concentration (a): germany, turkey, poem, drops, investigation, comic, whose, insulted, leader, little
germany, going, like, really, could, great, yeah, looking, forward, jpdelll

2
3
4
5 germany, east, west, wall, run, menicacrowley, yet, freedom, still, atternpted
6
7
8 germany, talks, bank, deutsche, berlin, u, discreet, officials, pursues, us

The topic Dirichlet {a):

% germany, geing, tour, isis, terrorism, ministry, belgium, trip, interior, saudi
10 germany, hope, go, idk, ct, need, might, possible, concetion, cant

Top level truncation level {T):
ccmdiEEintcngs s 11 germany, sd, one, day, encugh, go, soon, italy, f sure
Learning rate (k): 12 germany, one, via, joining, congrats, scoring, julius, pro, legend, point

13 germany, terrorism, isis, ministry, terrorist, linked, belgium, thwarting, operations, spokesman
Slow downi parameter (T):

14 germany, dj, colombiana, cologne, france, herzblutradio, loved, military, mixcloud, facilities
15 germany, opposite, trurnp, wagen, jump, democrat, deceased, complete, supporters, berniesanders
Report © Commit Automatically (4] 16 german, germany, via, welcome, queen, sweden, given, gustaf, xvi, carl v

* First level concentration (v): distribution at the first (corpus) level of Dirichlet Process
* Second level concentration («): distribution at the second (document) level of Dirichlet Process
 The topic Dirichlet («): concentration parameter used for the topic draws
* Top level truncation (T): corpus-level truncation (no of topics)
* Second level truncation (K): document-level truncation (no of topics)
* Learning rate (k): step size
* Slow down parameter (7)
3. Produce a report.

4. If Commit Automatically is on, changes are communicated automatically. Alternatively press Commit.

9.3 Example

In the first example, we present a simple use of the Topic Modelling widget. First we load bookexcerpts.tab data set
and use Preprocess Text to tokenize by words only. Then we connect Preprocess Text to Topic Modelling, where we
use a simple Latent Semantic Indexing to find 10 topics in the text.

We then select the first topic and display the most frequent words in the topic in Word Cloud. We also connected
Preprocess Text to Word Cloud in order to be able to output selected documents. Now we can select a specific word
in the word cloud, say polly. It will be colored red and also highlighted in the word list on the left.

Now we can observe all the documents containing the word polly in Corpus Viewer.

The second example will show how to use a more complex schema to find highly relevant words in a topic. We loaded
a data set with recent tweets containing words ‘Slovenia’ and ‘Germany’. We’ve done that with Twitter widget and
saved it with Save Data. Since the data set was very big, we gathered the tweets and saved it to .tab format. Later we
can always reload the saved data with Corpus.

Then we used Preprocess Text to tokenize by words and filter out numbers. Then we have to pass the data through
Bag of Words in order to be able to use the corpus on Word Enrichment.

We pass the output of Bag of Words to Topic Modelling, where we select the first topic for inspection. We can already
inspect word frequency of Topic 1 in Word Cloud.
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Finally, we can use Select Rows to retrieve only those documents that have a weight of Topic 1 higher than 0.9
(meaning Topic 1 is represented in more than 9/10 of the document). Finally we connect Select Rows and Bag of
Words to Word Enrichment. In Word Enrichment we can observe the most significant words in Topic 1.
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cHAPTER 10

Word Enrichment

t—w
Ty,

Word enrichment analysis for selected documents.

10.1 Signals

Inputs:
* Data
Corpus instance.
* Selected Data
Selected instances from corpus.
Outputs:
¢ (None)

10.2 Description

Word Enrichment displays a list of words with lower p-values (higher significance) for a selected subset compared to
the entire corpus. Lower p-value indicates a higher likelihood that the word is significant for the selected subset (not
randomly occurring in a text). FDR (False Discovery Rate) is linked to p-value and reports on the expected percent of
false predictions in the set of predictions, meaning it account for false positives in list of low p-values.

1. Information on the input.

* Cluster words are all the tokens from the corpus.

* Selected words are all the tokens from the selected subset.

* After filtering reports on the enriched words found in the subset.
2. Filter enables you to filter by:

e p-value
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Info

Cluster words: 10681
Selected words: 5257
After filtering: 21

Filter

= Word Ennchment

|:| p-value [0.0100

1k

FDR. 0.2000

4 b

- O >
Word p-value FDR a
gl 2711 15607
oh 2.7e-11 1.5e-07
asked 1.5e-06 3.5e-03
cried 1.7e-06 3.5e-03
miss 1.1e-06 3.3e-03
sara 2.3e-06 4.5e-03
child 3.6e-06 3.5e-03
ought 1.6e-05 0.02187
get 2.1e-05 0.02493
princess  3.0e-03 0.0311
anything 4.6e-03 0.04506
anxicusly 6.6e-03 0.05435
bill 6.6e-05 0.05435
guite 7.3e-05 0.05533
girls 1.2e-04 0.08280
hurt 1.2e-04 0.08280
big 1.6e-04 0.08763
exclaimed 1.5e-04 0.08763
n 1.5e-04 0.08763
magic 3.2e-04 01634
pink 3.1e-04 0.16234
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10.3 Example

* false discovery rate (FDR)

In the example below, we’re retrieved recent tweets from the 2016 presidential candidates, Donald Trump and Hillary
Clinton. Then we’ve preprocessed the tweets to get only words as tokens and to remove the stopwords. We’'ve
connected the preprocessed corpus to Bag of Words to get a table with word counts for our corpus.

Am B

.

Twitter

Query

Search by:

Allow
retweets:

Date:
Language:
Accumulate

results:

Info

Titter APT Key

Query word list:

realDonaldTrump
HilaryClinton

Max tweets:

Text indudes

Content

Author

O

since ‘zms-aq-zs :‘unh\

English

O 100

O

[ Author Description

Tweets on output: 354

Report

Q

Corpus Viewer

e

Bag of Words

Info
Documents: 354
Preprocessed: True
= Tokens: 4309
+ Types: 1632
POS tagged: False
N-grame range: 1-1
Matching: 98/354

Search features

@ Author
B Content
i) Date

@ Language
8 | nratinn
<

Display features

) Author
B Content
Date

@ Language
@ | nratinn
<

[ Show Tokens & Tags

Auto send is on

RegExp Filter: | Trump

¥ Word Enrichment -
Info
. . FDR

Cluster words: 1632
-07
Selected words: 614 3'25 37
- .3e-07
After fitering: 15 americafirst  1.9¢-06 1.0e-03
Filter clinton 4.4e-06 1.8e-03
join 8.1e-06 2.7e-03
i O p-vaiue debates2016  2.8e-05 6.5e-03
i = hillaryclinten 2.8¢-05 6.5¢-03
bad 1.1e-04 0.01576
crooked 1.1e-04 0.01576
‘Word Enrichment poll 11e-04 0.01576
tickets 11e-04 0.01576
movermnent  1.9e-04 0.02622
great 9.6e-04 0.12025
supporters  1.3e-02 0.16408
WoW 1.5e-03 0.16408

Author:  @realDonaldTrump
Content: Wow, did you just hear Bill Clinton’s statement on how bad ObamaCare

o

1 Wow, did youjust.. ®
Join the MOVEME...
Thank you ARIZON...
4 My childcare plan ..
5 lwill be watching t..
6 Join mein Reno, N...
7 Join mein Reno, N...
8 Thankyou Colorad..
9 We must bring the ...
10 Join mein Henders...
11 Just anncunced th...
12 Melania and | exten...
13 Bernie should pull ...
14 "@trumplican2016:...

13 Ihave created tens ...

18 | know our comple..

Date:

is_ Hillary not happy. As | have been saying. REPEAL AND REPLACE!
2016-10-04 21:55:55

Then we’ve connected Corpus Viewer to Bag of Words and selected only those tweets that were published by Donald
Trump. See how we marked only the Author as our Search feature to retrieve those tweets.

Word Enrichment accepts two inputs - the entire corpus to serve as a reference and a selected subset from the corpus
to do the enrichment on. First connect Corpus Viewer to Word Enrichment (input Matching Docs — Selected Data)
and then connect Bag of Words to it (input Corpus — Data). In the Word Enrichment widget we can see the list of
words that are more significant for Donald Trump than they are for Hillary Clinton.

10.3. Example
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CHAPTER 11

Word Cloud

Generates a word cloud from corpus.

11.1 Signals

Inputs:
 Topic
Selected topic.
¢ Corpus
A Corpus instance.
Outputs:
¢ Corpus

Documents that match the selection.

11.2 Description

Word Cloud displays tokens in the corpus, their size denoting the frequency of the word in corpus. Words are listed
by their frequency (weight) in the widget. The widget outputs documents, containing selected tokens from the word
cloud.

1. Information on the input.

* number of words (tokens) in a topic

* number of documents and tokens in the corpus
2. Adjust the plot.

 If Color words is ticked, words will be assigned a random color. If unchecked, the words will be
black.
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* Word Cloud - O >
Info (1]
0 words in a topic lied . dead  work kathleen
140 documents with 10681 words reall msse;?ﬂ:im;:;w believe  moming years window
Kind stll'range without three dark sat "7 called
Cloud preferences (5 h:a\fr near coon E:ide something turnf.-d anything far fet;:uk-
] Color words E;: round light -WhItE going I[ind kqu(!lte took dnrnthynmhinlgnga:::]s
Wordsﬁlt:l oo ong Qemld‘takg“g'lﬁ askea o'cl‘:.aeke heard Sto'r}'l( ga.ve heﬁ'gﬂ
I Regenerate word doud I thought SeemEd t sara glr nlght :
perhaps oy wellWeNt think tell motne:"
o stillface QO Id two -
d sfwag © © look mr ntever w-ouh if must POI|§ther:t
Weight Word ~ o = n 3 left
846 said ::fangreat Ilke hIeaIrtt'tIe -SEnte oh head E:L
%Yhand Knowsaid tirmie long get
240 e g;';ngwngfde ma noneroloaeyes first iast '
_ till = i every
289 like black upon old cou Wﬁv t mggnother
273 could S#fﬂlgood camesaw along ™"
chni i
264 would world 10, 01cing W may hOEE‘?g"}gY people miss .4 ione
252 time S00N  |ife even h . gO't stood g'en george
298 know beﬂeralvEgy%thf Eour]d phronsie . . momentdgar = keep
towards _ Et Princess hands toldknew deed AT
207 man bea::::l :Iiﬂ- place young saur:!g:';l?erd among ™"
207 see v across pe:-:,:js around  jimmy ¢, fat::;tai:thers Pt
felicity
Save Image 4]

* Word tilt adjust the tilt of words. The current state of tilt is displayed next to the slider (‘no’ is the

default).

* Regenerate word cloud plot the cloud anew.

3. Words & weights displays a sorted list of words (tokens) by their frequency in the corpus or topic. Clicking on a
word will select that same word in the cloud and output matching documents. Use Ctrl to select more than one
word. Documents matching ANY of the selected words will be on the output (logical OR).

4. Save Image saves the image to your computer in a .svg or .png format.

11.3 Example

Word Cloud is an excellent widget for displaying the current state of the corpus and for monitoring the effects of

preprocessing.

Use Corpus to load the data. Connect Preprocess Text to it and set your parameters. We’ve used defaults here, just to
see the difference between the default preprocessing in the Word Cloud widget and the Preprocess Text widget.

We can see from the two widgets, that Preprocess Text displays only words, while default preprocessing in the Word

Cloud tokenizes by word and punctuation.
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Word Cloud
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CHAPTER 12

GeoMap

&

Displays geographic distribution of data.

12.1 Signals

Inputs:
* Data
Data set.
Outputs:
¢ Corpus

A Corpus instance.

12.2 Description

GeoMap widget shows geolocations from textual (string) data. It finds mentions of geographic names (countries and
capitals) and displays distributions (frequency of mentiones) of these names on a map. It works with any Orange
widget that outputs a data table and that contains at least one string attribute. The widget outputs selected data
instances, that is all documents containing mentions of a selected country (or countries).

1. Select the meta attribute you want to search geolocations by. The widget will find all mentions of geolocations
in a text and display distributions on a map.

2. Select the type of map you wish to display. The options are World, Europe and USA. You can zoom in and out
of the map by pressing + and - buttons on a map or by mouse scroll.

3. The legend for the geographic distribution of data. Countries with the boldest color are most often mentioned in
the selected region attribute (highest frequency).

To select documents mentioning a specific country, click on a country and the widget will output matching documents.
To select more than one country hold Ctrl/Cmd upon selection.
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(<) GeoMap — O >

Region attribute: | B country [1 R | Map type: | World a -~ |

12.3 Example

GeoMap widget can be used for simply visualizing distributions of geolocations or for a more complex interactive
data analysis. Here, we’ve queried NY Times for articles on Slovenia for the time period of the last year (2015-2016).
First we checked the results with Corpus Viewer.

Then we sent the data to GeoMap to see distributiosn of geolocations by country attribute. The attribute already
contains country tags for each article, which is why NY Times is great in combinations with GeoMap. We selected
Germany, which sends all the documents tagged with Germany to the output. Remember, we queried NY Times for
articles on Slovenia.

We can again inspect the output with Corpus Viewer. But there’s a more interesting way of visualizing the data.
We’ve sent selected documents to Preprocess Text, where we’ve tokenized text to words and removed stopwords.

Finally, we can inspect the top words appearing in last year’s documents on Slovenia and mentioning also Germany
with Word Cloud.
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CHAPTER 13

Corpus

51



Orange3 Text Mining Documentation, Release

52 Chapter 13. Corpus



CHAPTER 14

Preprocessor
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CHAPTER 15

Twitter
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CHAPTER 16

New York Times
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CHAPTER 17

Wikipedia
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CHAPTER 18

Topic Modeling
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Tag
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CHAPTER 20

Indices and tables

¢ genindex
* modindex

e search
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